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SECTION |
INTRODUCTION

This application note discusses the use of a multi-
channel analyzer to measure statistical properties of
information.

Basically, a multichannel analyzer samples input in-
formation and stores data ina memory. It is ideal
for measurements such as the relative frequency of
occurrence of pulse amplitudes and its most common
application is to nuclear pulse height spectrometry.

Hewlett-Packardanalyzers are designed to have flexi-
bility that enables their use also for a variety of sta-
tistical and waveform measurements in non-nuclear
work. A number of these applications may open new
approaches to statistical measurements.

AN-93 discusses applications of the HP 5400A Multi-
channel Analyzer to measurements of the probability
density functions of signals. Forthese measurements
the 5400A is operated in its sampled voltage analysis
mode, Also included are applications that utilize the
5400A's ability to record and store signalsas a function
of time by use of its multichannel analysis mode of
operation., A few measurements that utilize pulse
height analysis mode are covered. An appendix dis-
cusses probability theory and density functions.

The HP 5401A Multichannel Analyzer, successor to
the 5400A, also operates in all three modes and is
fully capable of the measurements discussed here. The
5401A includes the HP 5416A Analog to Digital Con-
verter (ADC) with 4096-channel resolution and a
200 MHz clock rate for digitizing pulses; and the
HP 5422A Digital Processor with memory expandable
from 1024 to 4096 to 8192 BCD-coded words of 24 bits
each, The HP 5400A, with its HP 5415A ADC, offers
1024 -channel resolution and a 100 MHz clock rate.
Each ADC has its own advantages for statistical work
and either can be selected for Model 5401A.

Briefly, the 5415A offers four voltage ranges (1.25V,
2.5V, 5V and 10V) and four output ranges (128, 256,
512 and 1024 channels). The 5416A offers four output
ranges (512, 1024, 2048 and 4096 channels) and has a
voltage range of +10 V. Complete informationisavail-
able in technical data sheets on the analyzers and on
the converters.

Model 5400A was used for all of the studies reported
here, AN-93 is a rather comprehensive survey of
measurements which it is possible to make with HP
analyzers, Many of the suggested methods include
information on instrument set-ups and oscillograms
of actual measurements; others are suggestions that
may awaken ideas for extensions of the applications
for these analyzers.



SECTION I
STATISTICAL MEASUREMENTS

Appendix I presents some concepts of probability
theory. They are relevant because the multichannel
analyzer can provide a plot,in digital or analog form,
of the probability density function of a random variable,
with probability displayed on the vertical axis versus
the random variable on the horizontal axis. More-
over, because of the three different modes of opera-
tion -- sampled voltage analysis, multichannel scaling,
and pulse height analysis --the random variable may
be inseveral different forms. For example, the 5400A
can give a probability density function of a voltage
waveform varying with time, operating in the SVA
mode where voltage is the random variable, or of
pulses occurring at a varying rate, operating in the
MCS mode where the rate of pulses is the random
variable, or of pulses of varying heights, operating
in the PHA mode where pulse height is the random
variable. The following possible applications of the
5400A indicate this versatility more concretely and
point out the value of making statistical measurements
on signals of interest.

A. SAMPLED VOLTAGE ANALYSIS
(SVA) MODE

While operating in the SVA mode, the analyzer samples
a time-varying voltage signal at the input, converts
the voltage amplitude of this sample to a digital num-
ber in the analog-to-digital converter (ADC), adds one
count to the memory location corresponding to the
digital number, and then proceeds to sample again
when another sampling command occurs, depending
on the rate selected on the sample rate switch.

If the sampling interval is not coherent with the
sampled waveform, then every interval of time of the
waveform is equally likely to be a sampling interval;
thus the analyzer is, in effect, recording the relative
frequency of occurrence of voltage levels of the in-
coming waveform. For example, if 2-voltlevels oc-
cur during the operation time of the analyzer twice
as often as 1 volt, then twice as many samples of 2
volts will be taken, and the count stored in the channel
representing 2 volts will be twice the count stored in
the channel representing 1 volt. Since the channels
(representing voltage levels) are displayed in the
horizontal axis and counts in the channels are dis-
played vertically, the CRT display or plotter gives
aplot of frequency of occurrence versus voltage level.
This plot (when normalized) approaches a plot of the
probability density function of the voltage input as the
number of samples increases. The probability of any
one voltage level is the count read on the vertical
axis (or printed by a printer) in the channel corres-
ponding to the voltage level divided by the total num-
ber of samples taken (determined by the sample rate
and the preset time). AppendixI gives a more precise
definitionof probability density functions and, in par-
ticular, of the relationship between the probability
density function of a possibly periodic waveform and
the sampling on the time axis of the waveform.

Figure 1 shows the probability density functions of
four waveforms plotted on the 5400A Analyzer -- a
sine wave, triangle wave, square wave, and Gaussian
noise. The calculated probability functions (from
Appendix I) are listed below. The measuredand theo-
retical functions agree closely.

Figure 1

Probability density functions of four waveforms
plotted on display of HP 5400A Multichannel Ana-
lyzer. Upper left, sine wave; upper right, triangle
wave; lower left, square wave; lower right, Gaus-
sian noise.
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The 5400A Analyzer can provide a graph (or table,
from a printer readout) of the probability density
function of an incoming voltage waveform. There are
several valuable uses for this information, some of
which are discussed in the following sections.



1. Amplitude Distortion

Although the probability density function gives no in-
formation about the phase or frequency of a periodic
signal, it carries significant amplitude information
in the form of relative frequency of occurrence of
amplitude (voltage) levels. Therefore, the 5400A
canbe invaluable as an indicator and measurer of dis-
tortion in a waveform.

Figure 2 shows the probability density functions of
two sinusoidal waveforms, both from the output of an
HP 3300A Function Generator. The top density func-
tion is of a 10 Hz signal and the bottom is of a 0. 01
Hz signal. In both cases, the distortion due to diode
shaping is easily recognized, yet the distortion is
specified to be less than 1% and is not identifiable
using an oscilloscope. Moreover, the distortion in
the 0. 01 Hz signal is difficult to measure by conven-
tional means; since the 5400A is dec coupled, it can
analyze the 0.01 Hz signal and demonstrate that the
distortion in it is no greater than that in the 10 Hz
signal, which can be measured by standard means.

Figure 2

Probability density function of 10 Hz sinusoidal sig-
nal (upper) and Q.01 Hz sinusoidal signal (lower).

Figure3 indicates another type of distortion, this
time in the triangular waveform. The upper trace
in Figure 3B is of a triangular waveform from the
HP 3300A Function Generator at 1 kHz. The lower
trace is of the triangular waveform (reduced in amp-
litude) amplified by the HP 5582A Linear Amplifier.
Figure 3A is the probability density function of the
upper trace and indicates minimal distortion (the
higher probability of the extreme voltage levels in-
dicates a slight rounding of the peaks). Figure 3C
gives the probability density function of the lower
trace, and indicates both the curvature of the theo-
retically linear part of a triangular waveform and
the crossover distortion at zero volt due to the amp-
lifier (adistortion which is not noticeable onthe CRT).
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Figure 3

f i

Comparison of probability density functions of two
triangle waveforms. A. Probability density func-
tion of upper waveform in B. C, Probability dens-
ity function of lower waveform in B; note distortion.

Figure 4 indicates still another type of distortion.
Figure 4A gives two sinusoidal waveforms; the upper
trace shows the ac coupled square of the lower trace
(a 1 kHz sine wave). The trace in Figure 4B that is
higher on the left half (for negative voltage levels)
and lower on the right half (for positive voltage levels)
is the probability density function of the square (ac
coupled) of the sinusoidal waveform whose probability
density function is the other trace in Figure 4B. This




Figure 4

Comparison of probability density functions of two
sinusoidal waveforms. B, Trace higher onleft and
lower on right is probability density function of up-
per trace in 4A; the other trace is the probability
density function of lower trace in 4A,

latter trace is very close to the theoretically sym-
metrical probability density function of a pure sine
wave. By comparison, it is evident that the squared
sine wave (theoretically also a sinusoidal waveform)
has a higher probability of being negative than posi-
tive, due to a slight rounding of the negative portion
and a slight sharpening of the positive portion of the
waveform.

Appendix II describes the circuit used to obtain the
square of a waveform,

Figureb is aninteresting demonstration of the 5400A's
ability to indicate distortion, The lower trace is the
probability density function of a1 kHz sine wavefrom
the HP 3300A Function Generator, which shows the
diode shaping of the waveform. The uppertrace is the
probability density function of theinverted, ac coupled,
normalized square of the output from the 3300A.
Notice that the right-hand portion (positive voltage
level) appears to indicate less distortion than does

the left-hand portion (negative voltage levels). This
results from the fact that the positive portion of the
squared sinusoidal waveform is the square of the
""middle" voltage levels of the input to the squaring
circuit, i.e., for voltage levels in the interval
(-14/2, 1//2) of a sinusoidal input waveform with a
peak voltage of 1:

Vin = sin wt
' - 2
Y)ut e i
= sin® @t
=% (1 - cos 2 wt) (1)

and when V¢ is ac coupled, normalized, and inverted,
then the output waveform is:

Vout = €os 2 wt (2)

The positive portion of V,,;; occurs when

- 3<2wt< 3
or when
-7 <wt<}
or when
- L<sinwt=v. ¢ A
vz il . 5 (3)

Likewise, the negative portion of V,,; occurs when
L
Vin | >, (4)

With these observations in mind, the asymmetry of
the distortion in Figure 5 can be explained, for the

Figure 5

Probability density functions of sinusoidal wave-
form from HP 3300 Function Generator (lower
trace) and its inverted, ac coupled, normalized
square (upper trace).




straight line in the center portion of the lower trace
that indicates a linear portionof the sinusoidal wave-
form at the input for the squaring circuit gives rise to
the comparatively smooth portionof the far right-hand
portion of the upper trace that indicates the square of
a linear portion of the input waveform.

Mathematically, the probability density function of the
square (V! t) of a linear function, derived in Appen-
dix I is:

1
N " A ; for ¥ <1
Vout out 21/V0ut out
= 0 otherwise (5)

Thus the probability function of V,;4 when Vjp is linear
is a smoothfunction varying as L’Ti - Vout (since Vo4
is ac coupled).

The negative half of V,; yields a probability density
function that is "rougher' since it is the result of
squaring the portions of Vjy inthe interval 1> |Vip|
> 14/2; these portions contain more slope changes due
to more frequent diode switching.

Figure 6 indicates yet another type of amplitude distor-
tion. Figure 6A is the probability density function of
the voltage output from a small, portable public ad-
dress amplifier which was used to amplify a signal
from a portable T-transistor radio. * The small peak
on the far right of the trace, which is amplified in
Figure 6B, occurs in channels representing voltage
levels around 3 volts and indicates that the amplifier
is overdriven at voltages greater than 3 volts.

Applying the information that a 5 volt full-range input
setting and a 1024 channel full-range output setting
were used on the ADC, an accurate measure of the
dynamic range of the amplifier and of the deviation of
this range is possible. The fifth marker shown is on
channel 585, which represents

5V
1024 channels

The deviation in the dynamic range can be defined as
the voltage difference between the first and last
markers, i.e.,

* 585 channels = 2. 86V

5V

T TR T e

AV = 9 channels *

. = 5V b
(The resolution per channel is 1094 chamnels - 4.88mV)

Not only can the 5400A Analyzer inthe SVA mode pro-
vide information indicating where (at what amplitude)
distortion occurs, but often it can also indicate the
type or shape of distortion;this information is derived
from the shape of the distorted probability density
function. Appendix I points out that the probability
density function of y = g(x) is inversely proportional
to the derivative g'(x) if x is distributed uniformly.
Thus if the distortion results from discontinuities of

*Part of Shubert's Symphony No. 5was being played.
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Figure 6

Probability density function of positive portion of
output signal of public address amplifier. 6B is an
expanded view of the far right portionof 6A in which
the small peak indicating distortion occurs.

the slope of the waveform, such as in the example of
the diode-shaped sine wave and the overdriven output
of the public address amplifier, the probability density
function will also have corresponding discontinuities.
It is interesting to note that, because the derivative of
a function is in general '"rougher' than the function,
this inverse relationship between the probability den-
sity function and the derivative of the waveform isthe
reason why diode shaping and other distortions that
are the result of discontinuities in slope are more
noticeable in the probability density function than in
the waveform itself.

In some cases, a quantitative measurement of ampli-
tude distortion is possible with the use of a 5400A.
Such a measurement might be more meaningful than
the conventional description of distortion in terms of
harmonics of a signal in certain applications -- for
example, for aperiodic waveforms and for random
or semirandom signals such as voice and music.

Since distortion is a function of amplitude (some volt-
age levels are generally distorted more than others),
we define




x = a stochastic process that is in our case
a voltage waveform

X =a "pure'" stochastic process from which x
is distorted

D(x) = percent distortion as a functionof the sto-
chastic process x

px(x) = probability density function of x

P, (xt) = probability density function of Xy
t

A natural definition for D(x), then, is

D(x) = [pX(X) ¥ pxt(X)] - 100% 6
= —TX—E'T—‘ 0 ( )
t

and to indicate the "total" amount of distortion, we
define

D= 1/2 f ]D(x)| pxt(x) dx (7)

Thus, the maximum distortion D that is possible is
100%, and the minimum is 0%.

In terms of the 5400A's version of probability density
functions, the definition is applied as follows:

n_(x) = count in channel x when the stochastic
process (waveform) x was sampled

n (x) = count in channel x when the stochastic
t process (waveform) x. was sampled
(this may be a theoretical value)

TX = total number of samples taken when
x was sampled
TX = total number of samples taken when
t X, was sampled
Then
o (x) |y (x)
Tx TXt
= . q
D(x) e 100%
t
Tx
t (8)
and
n (x) ng(x)
= X t
D=1/2 2 = —
X X
t
over all channels. (9)
Normally, the experiment would be run such that
T=T_ =T
X X
i"
so that
D=1/2 - b nx(x) -n, (x)
over all channels (10)

The most convenient case to apply this measurement
of distortion is one in which the distortion is limited
to a relatively narrow range of voltage levels, as is
the case in the overdriven amplifier's output whose
probability density function is given in Figure 6. Here
we consider the distortion that appears at voltage
levels greater than or equal to that represented by
the first marker in Figure 6B. We also assume that
the probability density function is symmetric about
zero volt and therefore that the identical distortion
existed for extreme negative voltages (not shown in
the picture). Finally, we assume that no other por-
tions of the voltage waveform were distorted. Thus

LEES>

nx(x) - nxt (x)

over all
channels
e (x) Z n(x)
over chan- over chan-
nels > first nels desig-
marker nated by
markers (11)

since all samples that theoretically were greater than
or equal to the voltage representing the first marker
were distorted so that they all added to the count in
the channel designated by the markers and none of
them added to channels greater than that indicated by
the last marker. Thus

3D=100% 1 2> (“x(") v (x))

over chan-
nel desig-
nated by
markers

= (Cl; C8)

L -

+ Z (0 + nxt (x))

over channels
greater than
that designated
by last marker

= 10092 L Z (nx(x) g (x))

4Tl icy,ca :
+ E (nx(x) - nxt (x))
(C]_, Cg)
or =
- 2
D = 100% = n (x) -n_ (x)
T
(CyCq) | ™ i

In this example, nxT(x) is a theoretical value, which

we assume (by extrapolation) to be equal to approxi-
mately the counts in the channels immediately pre-
ceding the first marker. Thus, finally, we have
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T= ?;T“g’le . 60s = 3 x 10° samples
nx(x) Channel designating x

120 Cl

180 C2

450 C3

550 C4

550 C5

380 C6

220 C,7

50 C8

n_ (x) = 50, for all x designated by (C,,C,)
Xt 1 8

Z n(x) = 2500

and
n (x) = 8:50 = 400
(CpsCy) "t
Thus
B 2100
D = 0.14% (13)

Another measure of distortion, easier to calculate but
perhaps not as meaningful in some cases, would be the
percent of time the stochastic process (or voltage
waveform in our case) deviates from the theoretical
waveform. Since the 5400A samples uniformly with
respect to time, the percent of time that the wave-
form is distorted is simply

DT = f px(x)dx
over all
x that is distorted (14)

Thus the percent of time that the waveform that yielded
the probability density function in Figure 6 is distorted

s Cg n, &) 2500
Dy = 2; —p— +100% = 2 §,7g¢ - 100% = 0.167%
1 (15)

(The factor 2 again comes from the assumption that
the percent distortion of negative voltages is the same
as for positive voltages.) In this example, DT could
be interpreted as the percent of time the amplifier is
overdriven.

In summary, the capability for measuring probability
density functions with the HP 5400A Multichannel Ana-
lyzer opens up new and possibly superior methods for
detecting and measuring distortion on waveforms.

2. Noise Analysis

The probability density function of noise is a valuable
measure of its characteristics, since noise is often
aperiodic and therefore difficult to understand and

8

analyze using an oscilloscope, for instance. White
Gaussian noise, in particular, can be specified com-
pletely by measuring its variance and mean (see Ap-
pendix I for definitions), both of which are attainable
from its probability density function. The 5400A Ana-
lyzer, which measures the probability density function
of an incoming waveform, therefore is a valuable tool
for analyzing noise. Three areas to which the Analy-
zer can be applied are: the study of noise on a signal
(introduced somewhere inthe system transmitting the
signal); the analysis of noise from some source; and
the study of a system's response to noise or to pseudo-
random signals.

One example of the use of the HP 54004 in studying
noise introduced by a system on a signal is connected
with the development of the HP 5260A. The probability
density function of the loop phase lock jitter was studied
to determine whether it was random (Gaussian) co-
herent or noise. This information was necessary in
order to decide how to improve system performance.

The 5400A is much more sensitive to noise jitter on
a signal than is a CRT, for example, because of the
high resolution possible with the analyzer (as high as
1. 25 volts per 1024 channels or 1.2 mV per channel).
For example, Figure 3 indicates not only the distortion
in triangular waveforms, but also the noise jitter in-
troduced by the HP 5582A Linear Amplifier; the
"'skirts' of the probability density function in Figure 3C
do not cutoff within one channel (1.2 mV)as they do in
Figure 3A; instead, the drop from maximum to zero
probability (of the voltage levels greater than the
maximum voltage levels) occurs over about nine chan-
nels or 10.8 mV (1.2 mV per channel). Thus an ap-
proximate measure of the noise on the signal is 10,8
mV, peak to peak. Since the signal itself is 805 chan-
nels or 805 - 1.2 x 10-3 = 0.967 volt peak to peak, the
noise voltage is approximately 10.8 mV /967 mV - 100%
= 1. 12% of the signal.

Measurement of naturally occurring disturbances such
as tremors and atmospheric turbulence, and of re-
sponses of systems to such'noise' disturbances or to
other environmental events, are often important prob-
lems for scientists and engineers. The HP 5400A
Multichannel Analyzer, often in conjunction with the
HP 3722A Noise Generator, can be a powerful tool
for studying the amplitude characteristics of the dis-
turbances or of the responses of a system.

When the HP 5400A is used in conjunction with the HP
3722A, analog computer studies can simulate the
naturally occurring disturbances.

Applications include:

Application Area Simulation

Aircraft Air turbulence
Missile Target evasive action
Automobile Load roughness

Ships Wave motion

Bridges,buildings Wind, seismic forces

Process control = Temperature, pressure
flow, and concentra-
tion fluctuations




In a new and important area, noise sources are
used to drive shake tables or highlevel acoustic loud-
speakers in fatigue testing of missiles or jet engines,
and the 5400A can be used for measuring the responses
of crucial components and parameters of the system
under test. Studies of underwater sound, background
noise, acoustical responses, noise in a transistor,
and biomedical phenomena are other important ex-
amples of the possible use of the 5400A in analyzing
"noise. "

3. Amplitude Modulation

Much of the needed information about amplitude-
modulated (AM) waveforms is available from the prob-
ability density function of the waveform. Both quali-
tative information about the form of the modulating
signal and quantitative information (for example, per-
cent modulation) are provided by measurements with
the HP 5400A.

Referring to Figure 7, the top waveform shows the
probability density function of an unmodulated 58 MHz
sine wave from an HP 606A Signal Generator using
a 140A Sampling Oscilloscope and a 5400A Analyzer.
The bottom trace shows the same 58 MHz signal with
approximately 50% AM by a 1 kHz sine wave. Since
the 58 MHz signal is modulated approximately 50%,
the most probable voltage levels in the upper wave-
form in Figure 7 have moved half-way toward the
center in the bottom probability density function.

The sketch shown in Figure 8 demonstrates the re-
lationship between the peaks moving in and the skirts
of the probability density function moving out as the
carrier is modulated. The amount that the peaks
move in and the amount that the skirts move out are
linear functions of percent modulation from 0% to
over 100%. With reference to Figure 8, the amount
(or percentage) that the peak of the modulated wave-
form moves from its original unmodulated location
toward the center is a measure of the percent AM.
If the unmodulated waveform is not available for com-

Figure 7

Probability density functions of 58 MHz sine wave
from HP 606A Signal Generator using 140A sam-
pling oscilloscope; upper trace with no modulation,
lower trace with about 50% modulation by 1 kHz.

Figure 8
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Probability density functions of amplitude modu-
lated sine waves in relation to time waveforms.

parison to compute the amplitude modulation, the
modulated carrier waveform density function contains
all the necessary information for computing the per-
cent AM of the carrier. The percent AM is then

S-P
100 =5 )
where the separation of the peaks is P and separa-
tion of the maximum excursion of the skirts of the
probability density function is S. When this informa-
tion is digitized in the analyzer memory, simple

channel locations of the skirts and the peaks allow one
to make the measurements quickly.

With the entire 1024 channels of the 5400A's memory
in use, the resolution possible is + 1 channel, which
is equivalent to £0.1% AM. The accuracy of the
measurement is not necessarily equivalent to the reso-
lution of the system.

Figure 9 shows four probability density plots of modu-
lated and unmodulated waveforms from the 606 A sig-
nal generator. Figure 9A shows the functions super-
imposed, and Figure 9B presents all four waveforms
separately. The upper left waveform is the unmodu-
lated sine wave at 58 MHz; the upper right waveform
shows approximately 40% AM; the lower left shows
approximately 60% modulation; and the lower right
shows approximately 80% AM.

9



Figure 9

Figure 10

Probability density functions of modulated and un-
modulated waveforms; 9A shows functions super-
imposed, 9B shows functions separately.

The 5400A can also yield information about the type
of modulating waveform; this information can be de-
rived from the probability density function. Figure 10
shows four AMwaveforms obtained by using the 3200B
Oscillator and providing an AM input to the front panel
jack. The upper left density function is for 250 MHz
modulated by noise from an HP 3722A Random Noise
Generator with the noise frequency confined to a 15
kHz bandwidth. The density function shown in the up-
per right portion of the figure is 250 MHz modulated
by a 1 kHz sine wave. The density function in the
lower left is 250 MHz modulated by a 1 kHz triangle,
and the density function in the lower right is 250 MHz
modulated by a 1 kHz square wave., Note that in all
four functions, the centroids of the peaks can be easily
defined and locations of the skirts are also well de-
fined. These locations are the only two measurements
required for computing the amplitude modulation from
any of these probability density functions.

The use of the 5400A in making AM measurements in
its SVA mode (or probability density analysis meas-
urements leading to AM data) has three important po-
tential benefits:

10

Probability density functions of sine waves ampli-
tude modulated by Gaussian noise (upper left), sine
wave (upper right), triangle wave (lower left), and
square wave (lower right).

1. Given good linear system inputs, accuracy and
resolution of AM measurements may approach
+0.1%.

2. All data collected to allow making AM measure-
ments are in digital form, thus making it ex-
tremely convenient to output the data directly to
a computer. The computer can then make the
calculation todetermine AM (or even to determine
the type of AM on the carrier). Thedigitizeddata
in the 5400A may be stored on punched paper tape
or magnetic tape for future data reduction by a
computer. This digital AM information should
prove invaluable to people who want automated
test setups for this type of measurement.

3. Measurements can be made extremely rapidly.
For example, less than 10 seconds real time
were required to accumulate the data for each of
the probability distribution waveforms shown in
this section.

The accuracy of measurement, digital format, and
speed of measurement should prove invaluable to all
who are concerned with AM studies where limitations
caused by the frequency of the carrier or modulating
waveform must be avoided.

When a sampling oscilloscope orthe HP 8405A Vector
Voltmeter is used as down-converter for AM measure-
ments, a few precautions are necessary in the setups
and measurements. With the sampling oscilloscope,
fairly stable triggering is required, at least five or
more cycles of the waveform should be displayed, and
the maximum bit density should be used to prevent un-
due distortion of the presented sample waveform in
the 5400A. With the 8405A as a down-converter, high
percentage AM and alow-frequency modulating wave-
form may cause the 8405A to lose lock.
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4, Voltage Range or Voltage Peaks

The 5400A's ability to give accurate measurements of
voltage peaks is useful not only for studies of AM sig-
nals but also for determinations of the dynamic range
of an electronic system. When ADC settings of 1. 25
volts full scale input and 1024 channels output are
used, measurement resolution can be as good as +1.2
mV, which cannot be duplicated by an oscilloscope.
Thus the 5400A will prove valuable when accurate
determination of the range of an amplifier, meter,
receiver, transmitter, loudspeaker, or various other
systems or system components is required, or when
an accurate determination must be made of the maxi-
ma and minima of a voltage signal.

An interesting example of this capability is the deter-
mination of the time constant in a RL, RC, or RLC
circuit, or of some other system with an exponential
decay. Figure 11A shows a series RC circuit. Fig-
ure 11B gives a periodic exponential waveform which
represents the current in this circuit; 11C is the prob-
ability density function of the waveform. The square
wave is a 10 Hz signal, with an amplitude of approxi-
mately 1 volt peak to peak. The time constant of the
circuit can be measured more accurately with the HP
5400A than with an oscilloscope, as is shown by the
following discussion of two possible methods for de-
riving the time constant of an exponential waveform.

Method 1

In Appendix I, the probability density function of an
exponential waveform which is sampled over a period
of K seconds is calculated. The result is

1
pexp(v)= %{'-;, for exp {- g} < % <1 (168)

0, otherwise

where A = maximum voltage level

T = time constant of the waveform

K = time over which waveform is sampled

v = voltage waveform (the stochastic
process) = A exp { -t/T}

(Note that Figure 11C is a probability density function
of both a positive and a negative exponential waveform. )
Thus

= i
P exp(v A) KA

or T= AK pexp(v = A) (17)

In order to use the datafrom the HP 5400A this equa-
tion for T must be altered, since the Analyzer meas-
ures the probability of the voltage falling within an
interval corresponding to one channel. Let

C0 = the channel corresponding to v = 0 volts
(3] 3 the channel corresponding to v = A volt
n = the count in channel Cp

T = the total count

Figure 11

A
I [ N
—4
SQUARE ADC
Vi
So¥euT VRT R X 1600 WPUT
FUNCTION MULTICHANNEL
GENERATOR ANALYZER
HP 33004 HP 54004

Series RC circuit. 11B is waveform Vp, repre-
senting current in circuit (vertical scale 1 volt/cm;
horizontal scale 5 ms/cm). 11C is probability
density function of waveform (channel 512 repre-
sents Vg = 0 volt; vertical scale 2000 counts/di-
vision, horizontal scale 0.25 volt/division).

m = CA —. Co
Av = the voltage "window' corresponding to
one channel.
Then
1
A+ EAV
f p(v=A) dvap(v = A)Av
R %AV
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~ the relative frequency of occurrence of
samples that add one count to channel C A

= n/T (18)
Then
r-AK D
“Av T (19)
But
A 1.2mV(m) _ e
av - 1, 2mv b (20)
Thus
, o Kmn
== (21)

Note that this method for calculating r becomes more
accurate the larger T is, since itdepends uponthe as-
sumptionthat a statistical sample yields the true prob-
ability density function of the waveform. Also note
that the accuracy of this method is increased if adigi-
tal (printed) readout rather than an analog display is
used.

Method 2
A second method for computing T is as follows:

Let m and Cq be defined as above and let Cq = the
number of the channel representing

v= Ae-K/T
and
£z ¢ -a,
Then
Ae-K/T= /
A m (22)
or
T = K/log(m// ) (23)

Note that this method requires only a simple obser-
vation of thedigital locations of the skirts of the prob-
ability density function.

Applying these two methods to theexample in Figure 11
yields the following results:

K = 50 ms

g -4=818

C, =925

m = 413

c, =53

£ =gy

n =620

T  =7.5x10cts (1ct/20 us for 30

seconds, one-half of which occurred
when v(t) was positive)

Then by Method 1 (Eq. 21):
12

T = 50 ms —65471%.;{6120 =17.1 ms

By Method 2 (Eq. 23) we find:

50 ms
T= log ‘_12{3_3 = 17.25 ms

These measurements are simpler to make and are
more accurate than those made using an oscilloscope
to determine the time constant.

Still another interesting example of using the 5400A
for accurate measurement of a parameter of interest
is its application to a signal from a resonant circuit.
Figure 12A shows aseries RLC circuit; and 12B shows
a voltage waveform which represents the current in
the circuit. Figure 12C is the probability density
function of the waveform. On this plot, channel 512
of the HP 5400A represents zero volt {(or current).
Notice that the peaks in the probability density func-
tion indicate the voltage levels of the peaks of the volt-
age waveform. Figure 12D shows the relationship
(in a simplified case) between the voltage waveform
and its probability density function.

In order to simplify the probability density function
so that only a portion of the waveform is analyzed, the
circuit shown in Figure 13A was used to provide co-
incident pulses for the analyzer during the positive
portion of the square wave input to the circuitof Fig-
ure 12, Thus samples from the ADC are routed to
the memory only during the positive portion of the
square waveform or during time period Pof the wave-
form in Figure 12D. Also, only the positive half of
the waveform during time period P is analyzed, so
channel 0 corresponds to zerovolts. Figure 13B isthe
resulting probability density function.

If the frequency of oscillation of the waveform is
known, the time constant of the decay can be calcu-
lated as follows: (VR (t), the portion of the waveform

occuring during period P, is the waveform being
analyzed.)

t/T

P sy
VR (t) = Ke sin wot (24)

where

K is a constant
T is the time constant
Wy is the resonant frequency

Then from Eq. 24:
P e exps<- x « 1
VR (wot = 7 ) P { 2&)07' }

P b7, B
Vpidgt="y eXP{'—zwo—r}' ;

ul 2m
-ew {0} (39)
(s
But the probability density function peaks at

P =T
VR (wot— 2)




Figure 12
A L= IOmhy C=2000pf
SQUARE ADC
w e INPUT
SUTPUT R == 20000
FUNCTION MULTICHANNEL
GENERATOR ANALYZER
HP 33004 HP 54004

FUNCTION GENERATOR QUTPUT

Analysis of RLC network. 12B is waveform, Vg,
representing current in circuit (vertical scale,
1 volt/cm; horizontal scale 1 ms/cm). 12C is
probability density function of VR (channel 512
represents Vp = 0 volt; horizontal scale 0. 25 volt/
division). 12D shows decaying resonating signal
and probability density function (time period P is
waveform period following positive transition of
input square wave).

and at P

both of which are well defined. The former is the peak
occurring at the maximum voltage level (farthest to
the right in 13B, and the latter is the next to the
greatest voltage peak (second from farthest to right in

13B). Thus, if channel C, represents

and C2 represents

P _
VR (wot) = 5 )

then
C
il 2n
T " i (26)
| 0
Figure 13
A
Rate - I00KHz
{Gated) COINCIDENCE
(NORMAL )
PULSE INPUT TO ADC | MULTICHANNEL
GENERATOR #{  ANALYZER
HP 212A PULSE HP 54004
OUTPUT
Ll b ADC
3 naor
(+)
L=1Omhy C=2000pf
FUNCTION
GENERATOR
HP 33004

Coincident pulses used to simplify RLC circuit an~
alysis. 13A shows circuit providing coincident
pulses to 5400A analyzer during time period P of
Figure 12D. 13B is probability density function of
portion of waveform (Figure 12B) occurring with
coincident pulses of 13A.
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since channel 0 corresponds to zero volt, or

g 2R
B woiog[Cl, 2] 27)

Thus, if w_ is known, T can be calculated, or if 7 is
known, w_ can be calculated. Note that again Cq and
Co can b€ measured within +1 channel, or :+1.2 mV
if 1.25 volts into 1024 channels is the setting of the
ADC. This accuracy cannot easily be duplicated with
an oscilloscope.

(Also, it should be noted that without using the circuit
in Figure 13A, the calculations can just as easily be
made using the probability density function Figure 12C
of the waveform of Figure 12B except that voltage
when wt=5 m/2 gives rise to the third from the
farthest to the right probability peak in Figure 12C,
since VR (wet = 577/2) is the third largest voltage peak
in the waveform in Figure 12B; the second largestoc-
curs when wgt = 37/2, due to the negative transition in
the square wave input to the RLC resonant circuit. )

In the example shown,
Cqp =941
Cy = 300

_? = 35.4 kHz (read from
il oscilloscope)

Thus 7 =24 T pa

Since the ADC of the HP 5400A Analyzer is dc coupled,
this method for computing the time constantof a sys-
tem may often be very useful when very low frequen-
cies and long time constants are involved.

5. Power Analysis

There are numerous methods for measuring the power,
or a quantity proportional to the power, of a signal.
Among these is the use of a simple power meter.
Also, if the voltage waveform is known, then the power
of the signal through a 1ohm resistor is often easy to
calculate. However, for some applications the power
in a signal may vary with time and an amplitude dis-
tribution of the power may be desired. If a voltage
signal is available which is proportional to the power
whose distribution is of interest, then the HP 5400A
Multichannel Analyzer can be used toprovide a prob-
ability density function of the power. From this in-
formation can be derived not only the average power
in the signal (which can often be measured with a
power meter)but also the variance of the power about
its mean, that is, a measure of the deviation of the
power from its average value, the maximum and mini-
mum power that occurred during the sampling period
and other information about the power amplitude that
may not be otherwise available.

When the power in a signal is varying at a rate faster
than a power meter can follow (the HP 434A Calori-
metric Power Meter, exceptionally fast for a calori-
meter, has a response time of 5 seconds full scale)
and when information about this instantaneous varia-
tion -- not just about its average -- is required, then
a squaring device with relatively small time constant
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is needed. For some applications, the circuit discussed
in Appendix II, which provides an ac coupled output
voltage that is proportional to the square of the input
voltage will be useful in providing the analyzer with a
voltage waveform that has information about the power
in a signal. The circuit can handle input frequencies
in the range from 15 Hz to 130 kHz, will operate with
an open-circuit output of about 10 volts peak to peak
and has a range of almost 60 dB.

Appendix I gives several examples of the probability
density functions of the squares of different waveforms
and thus of the power in certain voltage signals across
some resistance. For a sinusoidal waveform of fre-
quency {y, its square is another sinusoidal waveform,
displaced from zero and with a frequency of 2f,; thus
its probability density function is also that of a sinu-
soidal waveform. Figure 4B gives the probability
density functions of an input and of the (normalized)
output of the squaring circuit described in Appendix II.
The waveform that is higher on the left side (for nega-
tive voltage levels) and lower on the right side (for
positive voltage levels) is the probability density funec-
tion of the output of the squaring circuit and is some-
what distorted, indicating imperfect squaring. This
example illustrates how the HP 5400A can be used to
determine the distortion introduced by a circuit -- in
this case, by a square law device.

In Appendix I the theoretical probability density func-
tion of the power in a randomly varying (Gaussian)
waveform is calculated. It is found to be

1
-y/2a?
py(y) = o/ Tmwaly e v/ for y2o0 (28)
= o otherwise,

where

¥y =x
and (X) - —.]-'_- ‘X2/202

Py 4 2ma? \.

Notice that the average power is

2

-] oo -y/20
¥- fyp (way = | LIL_ e dy = o2 (29)
y Y2mo?

- 00

which is a familiar fact about noise. Figure 14 shows
the probability density function of the output of the cir-
cuit described in Appendix llwhen Gaussian noise from
the HP 3722A Noise Generator, with a 15 kHz band-
width, was at the inputof the circuit. The form of the
density function corresponds to that of the theoretical
function of Eq. 28 except that it is inverted about the
zero voltage axis, sincethe squaring circuit inverts
the square of the input signal. Also, the imprecise
cutoff of the function in Figure 14 indicates a distor-
tion introduced by the squaring circuit, perhaps due
to its being ac coupled with a lower cutoff frequency
of about 15 Hz at the input; the bandwidth of Gaussian
noise extends to de. From the data in Figure 14, the
minimum, maximum, and average values of power
in the signal at the output of the noise generator can




Figure 14

Probability density function of the ac coupled, in-
verted square of Gaussian noise from HP 3722A
Noise Generator; ninth division corresponds to
zero volt.

be observed, calculated, or analyzed on a computer
(assuming some resistance over which the voltage is
varying).

It is important to note that the probability density
function of the power in a signal (across some resis-
tance) can be calculated from the probability density
function of the signal itself, as Appendix I verifies
in more detail:

¥ =80

implies that

— y -
0= 375 [Pey/L + (1/:9 (30)

where px(-) is the probability density function of a
process x and py,(-) is the probability density func-
tion of the process y. In some cases, particularly
when the signal waveform (x)isavailable but when a
squaring device is not available, this method of de-
riving the probability density function of the power in
a signal from the signal's probability density func-
tion would be useful. (The digitized form of the out-
put of the multichannel analyzer is convenient for
computer solutions to problems such as this one.)

6. Amplitude Probability Density Studies of Alpha
Activity in Electroencephalogram

M. G. Saunders (see Ref. 7) points out that the instant-
to-instant variability of the wave shape of alpha acti-
vity seen in the human electroencephalogram appears
to be random. In order to study the characteristics
of this randomness in alpha activity, Saunders deter-
mined that the amplitude probability distributions of
the waveforms were Gaussian. The HP 5400A would
be an excellent tool to determine, perhaps more ac-

curately, this probability density function of the amp-
litude of alpha activity.

Saunders notes that the amplitudes of the peaks of the
alpha waves were found to be of the Rayleigh form:

x _-x'/2a’
e

a?

px(x) forx20 (31)

= 0 otherwise

The section in this note on pulse height analysis de-
scribes how the HP 5400A can measure probability
density functions of the amplitudes of maxima (or
peaks) of waveforms; thus the 5400A can make both
of the statistical measurements that Saunders feels
are important to the study of alpha activity. If the
amplitude of the alpha waveform is Gaussian and the
amplitude of the peaks of the waveform is Rayleigh-
distributed, then the pattern of alpha activity is that
found in waveforms produced by narrow-band filters
acting on random noise, and a narrow-band filter
might thus provide a model of the alpha-generating
mechanism of the brain.

7. Sound Analysis

In numerous problems in electronics andother fields,
the amplitude characteristics of sound are important.
The use of the HP 5400A in the study of underwater
noise and other sources of sound noise has been men-
tioned in the discussion of noise measurement. An-
other example of its application is in studies of the
amplitude distribution of voice and of music. Such
information is important to designers of audio equip-
ment. Also, the probability density functions of voice
and music are important to designers of digital sys-
tems that handle such signals; for example, optimum
digital coding of signals would require information
about the probability of occurrence of the encoded
voltage levels so that the probability of an error oc-
curring in a code word and the relative effect of the
error on the human ear could be minimized for code
words (representing certain voltage levels) that occur
with relatively high probability. Moreover, the HP
5400A can make comparative measurements of voice
and music signals before and after they have been re-
corded, transmitted, or otherwise processed, in order
to determine the distortion or noise introduced by the
processing equipment. For example, the probability
density function of the signal from the power ampli-
fier of a recorder that is playing back a musical piece
could indicate that the amplifier was overdriven and
thus could give a measure of thedistortion introduced
by the amplifier during that particular piece when the
recorder was played at a specified volume., The sec-
tion of this note dealing with measurement of distortion
discusses in more detail, with an example, this par-
ticular application of the HP 5400A,

Figure 15 shows probability density functions of volt-
age waveforms derived from various speech and mu-
sic patterns. The voltage signal is from a small
public address amplifier. In Figures 15A through
15E, the signals fed into a wireless microphone were
live speech, musical, or noise signals. In Figures
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Figure 15

Voice reading paragraph.
News broadcast.

E
F.
A. Noise in laboratory; microphone placed near G. "Two Minuets," Mozart.
H
I

Probability density functions of music and voice
signals from public address amplifier.

. "A March in D Major," Mozart,

5400A.
B. Whistled tune, "Mary had a Little Lamb". ""Symphony No.12 in A Minor," Mendelssohn.
C. Single note, sung (center peak caused by noise). J. "It's a Hard Day's Night," The Beatles; notice
D. '"Swing Low, Sweet Chariot," sung into micro- similarity to 15G.

phone. K. Piano music, "Hungarian Folksongs,' Bartok.
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15F through 15K signals fed into the amplifier were
from a portable 7-transistor radio.

It is interesting to note that in most of these examples
the probability density function resembles that for
Gaussian noise, with the most probable voltage level
generally occurring near zerovolts, Thus voice and
music signals are, in effect, nearly random. How-
ever, some of the density functions (in particular those
representing voice signals) are less rounded at their
peaks and indicate higher probabilities of the higher
voltage levels than does the Gaussian function. In fact,
the Laplace probability density function appears to
characterize speech patterns more closely.

Figure 15C clearly indicates the background noise on
the voice and music signals by the peak in the function
around zero volts, This peak occurred during approxi-
mately 1 second of "silence" between humming the
note and pressing the STOP button on the analyzer.
(The note was hummed for approximately 20 seconds. )
In the absence of noise, the Gaussian-shaped peak
around zero volt in the center of Figure 15C would
have been replaced by an extrapolation of the rest of
the probability function except for a relatively large
count in the channel representing zero volt,

The ability of the HP 5400A Analyzer to measure
some of the general properties of speech and music,
to study particular speech patterns and musical pieces,
and to provide a measure of the noise and distortion
on signals introduced by communication equipment
should make it possible to enhance the quality of
communication,

8. Analysis of High Frequency Signals

The bandwidth capability of the basic analyzer when
used in the SVA mode of operation is noted on the HP
5400A technical data sheet.*It starts at a dc to 30kHz
bandwidth when addressing 1024 channels. The band-
width increases by a factor of 2 as the number of chan-
nels addressed by the ADC is decreased by a factor
of 2 up to a maximum bandwidth of de to 240 kHz when
addressing only 128 channels of memory.

This upper limit on the bandwidth of the HP 5400A
Analyzer, however, can be extended by the use of
either sampling oscilloscope, such as the 140A or
141A with the 1424A and 1410A plug-ins, or the HP
3405A Vector Voltmeter. When these devices are
used as down-converters, the Y-axis output from the
scope or the IF output from the vector voltmeter is
coupled to the ADC and is sampled at a rate deter-
mined by the sample rate control. An example of
using a sampling oscilloscope as a down-converter
for probability density function analysis was given in
the section on measurement of amplitude modulation.

It is important to note that the upper frequency limit
is not determined by the maximum frequency at which
the sampler can be synchronized inorder to reproduce
the high-frequency waveform at a lower frequency, for

*Thebandwidth limitation of the analyzer is more ac-
curately described as a slewing rate limitation.

the statistics of a signal are preserved by random
sampling of a signal by the analyzer's ADC. Thus
for very high frequency waveforms that cannot be
synchronized with a sampler and therefore cannot be
seen as a function of time on an oscilloscope, the HP
5400A provides a means of analyzing the amplitude
information in the signal. The upper frequency band-
width is limited by that of the sampler; the HP 8405A
can sample 1 GHz signals, for example. Figure 16A
shows the output waveform from a 185B oscilloscope
that was randomly sampling a 65 MHz signal from an
HP 606A Signal Generator. All time information about
the 65 MHz signal is lost and the oscilloscope display
appears to be random. The probability density func-
tion of the waveform in Figure 16B, however, is that
of a sinusoidal waveform, hence the output of the 5400A
is far more meaningful than is the display on the
sampling oscilloscope.

The 5400A's SVA mode, in short, provides for awide

variety of important statistical measurements of amp-
litude, many of which are otherwise impossible.

Figure 16

Analysis of unsynchronizable waveforms. A. Out-
put waveform from 185A oscilloscope randomly
sampling 65 MHz signal for 606A generator. Syn-
chronizing signal is 1 kHz square wave that is in-
coherent with the 65 MHz signal.  B. Probability
density function of waveform in 16A.

L




B. MULTICHANNEL SCALING (MCS) MODE

The statistical analyzing capability of the HP 5400A
Multichannel Analyzer is not limited to measuring
amplitude statistics of continuous voltage waveforms.
Using the multichannel scaling (MCS) mode of opera-
tion, the analyzer can measure the probability density
function of nevents (inthe form of voltage pulses) oc-
curring in t seconds, either with n operating as the
random variable and t fixed as a parameter orwith t
operating as the random variable and n fixed as a
parameter. For example, the analyzer can measure
the probability that n pulses from a nuclear source
will occur in 1 ms, or it can measure the probability
that t seconds will elapse for every five pulses from
the source. In the first case n is the variable and in
the second case t is the variable, Note thatinthe first
case the probability density function is discrete, since
n is discrete, and that in the second case the prob-
ability density function is continuous since t is con-
tinuous. We shall in the remainder of this appli-
cation note refer to the probability density function of
n events occurring in t seconds as pp(n,ty) when n
is the random variable and as pi(ng, t) when t is the
random variable.

The HP 5400A Multichannel Analyzer can measure
not only the probability density functions p, (n, to)
and py(ng, t) but also the probability distribution func-

tions and exceedance distribution functions of n events
occurring in t seconds witheither n or t the random

variable. In other words, it can provide adirect plot of

np
P (aput) =D p i)
n=o
and
1- Pn(nT’ to) Z: pn(n: to)
n=np+ 1
or t
Py(n,, ty) = f T p,n,t)dt
t=o0
and %
1- Pt(no’ tT) = [ pt(no, t)dt
ik

Thus the person who employs the analyzer to study
the time and rate statistics of events that are perhaps
randomly occurring can obtain the required data in a
variety of forms or in the form most suitable for his
particular experiment,

1. Measuring Probability Density Functions.

There are twobasic waysto measurethese probability
density functions with the HP 5400A Analyzer. One
uses the K20-5400A BCD to binary converter and an
HP Counter. The other uses an HP counter, two de-
lays, and the STOP and START inputs at the back of
the 5421A Digital Processor unit of the 5400A. Fig-
ure 17A showsthe K20-5400A BCD tobinary converter
plug-in which replacesthe ADC plug-in. Note that the
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only front panel control onthe K20-5400A is a column
selector switch identical to that used on the HP 580A
and 581A digital to analog converters. The BCD out-
put from HP counters can be coupled directly into this
plug-in, The input requirement is 1-2-4-8 BCD (neg-
ative 1-2-4-8 also available on special order; 1-2-2-4
not available). The column selector switch allows se-
lection of any three digits from the reading of an HP

Figure 17

A
{Preset time on rty if
EXT CLOCK is used,
or on 1o if INTERNAL
B CLOCK is used.)
SOURCE I | SCALER
OF [ TIMER
EVENTS COUNT HP 55904
INPUT
EXT & BCD
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INPUT |
e i e o
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| kINPUT
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i PULSE | MULTICHANNEL
1 GENERATOR [} ANALYZER
] {cLock ) ] K20 - 5400A
_______ J
(Rote = r}
c
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N EXT HP
i CLOCK
INPUT 1 BCD
COUNT ouTPUT
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GENERATOR ANALYZER
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Use of HP K20-5400A Multichannel Analyzer.
A. BCD to binary plug-in.

B. Diagram of system for measuring py(n,ty).
C. Diagram of system for measuring py(n, o iy.




counter or nonfloated output from HP digital volt-
meters. This three-digit BCD input allows a 0 to 999
input decoding capability. The twelve-bit BCD input
(0to 999) is converted to ten-bitbinary (0 to 999). When
the counter orthe voltmeter goes through a gate cycle,
the data stored in the buffer storage in the counter or
voltmeter are translated through the plug-in to the
binary code. The binary number is converted to an
address location in the analyzer memory. When the
decoding from BCD to binary is completed, the mem-
ory data register goes through an add-one-count cycle
at the memory location addressed. The counter or
voltmeter goes through a new gate cycle, a new meas-
urement is made, and a new address to memory lo-
cation is made. The end result is that each memory
location, channel 0 through channel 999, corresponds
exactly to the value of the decimal digits being decoded
through their BCD outputs. For example, if the coun-
ter reading for the three digits being interpreted was
572, the analyzer would interpret these digits and add
one count at memory location 572. If the next sample
was 538, the analyzer would add one count at memory
location 538, and so on.

The HP 5590A Scaler-Timer is an ideal counter for
this purpose because of its high pulse time resolution
of about 100 ns, its external clock input with a resolv-
ing time of 0.5 us (allowing a preset time interval of
0.5 us or greater to be used), and its comparatively
short dead time of about 0.5 ms between gate cycles.

Withthe 55904, p. (n, ty) canbeplotted by the HP 5400A
Multichannel Anai1 zer. The voltage pulses represent-
ing the n events are input at the count input of the
55904, with the PRESET TIME control set to t, sec-
onds (perhaps a pulser set at aknownrateof r pulses
per second is fed into the external clock input of the
5590A and the PRESET TIME control is set at vty if
the desired ty is lessthan100ms, which isthe m1n1-
mum preset gate time when an external clock is not
used). Finally, the BCD output from the 5590A is
coupled to the K20-5400A converter.

To measure pi(ng, t), with n, fixed and t the variable
of interest, the external clock input and the count input
are simply reversed from the arrangement just de-
scribed; that is, the voltage pulses representing the
n events from some source are fed into the external
clock input, and the pulses from the pulser arriving
at a known rate r are fed into the count input; thus if
the PRESET TIME control is set at some number n,,
then the count t' registered by the counter at the end
of a gate cycle is directly proportional to the time t
= (t'/r) seconds it took for the n_ events to occur,
and the 5400A adds one count at channel t'. The re-
sult is a probability density function of the elapsed
time during the occurrence of n_ events. Figure 17
shows block diagrams of these systems that measure

Pp(n,ty) and pi(ng, t).

There may be a confusing detail concerning the time
relation between the gate pulse fromthe 5590A and the
events from the source. The gate signal from the
5590A turns on immediately following an external
clock input pulse and turns off immediately following
the mth external clock input pulse that occurred while
the gate signal was turned on (where m represents

the PRESET TIME setting onthe 5590A). When py(n, t)
is plotted by the 5590A, there is a question as to
whether no=m or n,=m- 1. If the events are
coherent (not random), then n, = m, thatis, n_ is
simply the number of events that occurred durmg the
time of the gate signal, and t in the probability den-
sity function py(ng,t) is the length of the gate signal.
If the events are random (Poisson-distributed, for ex-
ample), then n; = m - 1. Note that the beginning and
end of the gate signal, determining t, are random
with respect to the events that are within the gate, ex-
cluding the last event, which triggered the gate to turn
off and therefore is obviously coherent with the gate.
Therefore, the number of events from a random source
that occurs in a random time period t is m - 1,
where m is the PRESET TIME setting on the 5590A.
The last (mth) event serves only as a random signal
to trigger the end of the time period t and cannot be
counted as one of the n, events occurring within a
time period of t seconds.

In the following discussion and examples referring to
Pp(ng, t) or to Py(ng,tT) and 1 - Py(n, tp), n, is uni-
formly stated to be equal to m. ?should be noted
that ny, need not always be equal to m, but may be
equal to m - 1. This should be kept in mind when
one is solving specific measurement problems.

An alternative procedure for measuring the probability
density functionsof n eventsoccurring in t seconds
with either n or t taken to be the variable and the
other as a parameter is shown in Figures 18 and 19.
Again an HP counter is an important component of the
measuring system, and for the same reasons as those
mentioned earlier the HP 5590A Scaler-Timer is an
appropriate choice. For measuring py(n, t;) the coun-
ter could be replaced by a pulse generator whose
pulses are of width t;. The mode of operation of the
5400A is MCS. When a START command is issued to
the 5421A Digital Processor of the 5400A in this mode
of operation, channel 0 is addressed by the processor
for a time determined by the SAMPLE TIME/RATE
control, and successive channels are then addressed
at the same rate until a STOP command is issued,
either manually or by a pulse into the STOP input at
the back of the 5400A (or until channel 1023 or the
last channel in one of the quarters of the memory de-
termined by the MEMORY CONTROL GROUP SELEC-
TOR switch is addressed), at which time the processor
awaits the next start command and then repeats the
successive addressing of channels, or stops because
of the setting on the PRESET SWEEPS control. If,
while a channel is addressed, m voltage pulses ap-
pear at the MULTISCALE input of the digital proces-
sor, m counts will be added to the count in the chan-
nel that is being addressed.

To measure the probability density function of n
events occurring in t, seconds, a START command
is issued to the digital processor with avoltage pulse
in the START input of the processor; the pulses from
the source are fed into the external SAMPLE TIME/
RATE control input to the digital processor. Thus
channel 0 will be addressedduring the time before the
first pulse from the source arrives, channel 1 will be
addressed during the time between the first and sec-
ond pulses, channel 2 during the time betweenthe sec-
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ond and third pulses, and so on. A pulse isfed into
the MULTISCALE INPUT of the 5421A after ty sec-
onds have elapsed since the START command occurred
and channel 0 was addressed; and a STOP command
via a voltage pulse into the STOP input of the digital
processor occurs immediately (within 1 or 2 us) fol-
lowing the pulse to the MULTISCALE INPUT. This
STOP pulse completes one cycle, and another START
pulse will begin another cycle. . This process is re-
peated until enoughdata are accumulated and the pro-
cessor is switched to the READ mode. The result is
that one count is added to channel n if n eventsoc-
curred during the time interval of t, seconds; for
example, if duringthetime interval (0,t,) ny; events
occurred, then a pulse is added to channel nj, and
if during the time interval (to, 2t0) ny events occurred,
then a count is added to channel ng, and so on. The
timing chart in Figure 18B provides a clear picture of
the time relationship between the pulses necessaryto
yield the probability density function desired.

In order to measure the other probability density func-
tionof interest, pi(n,,t), with t the random variable,
the relationship between the pulses required is very
similar to that necessary for the measurement of
pp(n, ty). In this case, when pt(ng,,t) is desired, a
START pulse occurs; the channels are addressed in
succession, beginning with channel 0, at a rate de-
termined internally by the SAMPLE TIME/RATE
switch or externally by an input into the SAMPLE
TIME/RATE input. A pulse is fed into the MULTI-
SCALE input of the digital processor immediately
following the nyth pulsethatoccurred after the START
pulse and, say, t seconds from the occurrence of
the START pulse; one count is therefore added to the
channel corresponding to t seconds. A pulse im-
mediately following the pulse into the MULTISCALE
input is fed into the STOP input of the digital proces-
sor, another START pulse occurs, and the cycle is
repeated until enough data have been accumulated.
Thus a count is added to a channel that is linearly re-
lated to the time elapsed during the occurrence of
n, events. For example, if the SAMPLE TIME/
RATE control is set at 1 ms per channelor if a 1 kHz
pulser isfed into the SAMPLE TIME/RATE input, and
then if 50 ms elapse while the first n, events occur,
one count will be added to channel 50; if 45 ms elapse
while the second ng, events occur, one count will be
added to channel 45, and so on. Eventually a prob-
ability density functionof the random variable t with
parameter ng will be provided by the readout of the
5400A Analyzer. Figure 19B shows the timing chart
necessary to plot py(n,,t) by this method.

The instruments and circuits necessary to provide
the pulses and the timing of the pulses shown in Fig-
ures 18B and 19B can vary according to the user's
convenience. The HP 5590A Scaler-Timer is a con-
venient instrument that can provide a signal (its GATE
output) whose positive slope, indicating the beginning
of a counting period, can trigger the digital proces-
sor to start operation and whose negative slope, in-
dicating the end of a counting period in which n,
events occurred (or t, seconds elapsed), can trig-
ger a pulse into the MULTISCALE input of the 5400A
Analyzer. A short delay of this last pulse will then
provide the STOP pulse. Figures 18A and 19A show
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block diagrams of possible circuits that will result in
Pn(n, ty) and pi(n,, t), plotted by the 5400A Analyzer.

A few comments about some of the details of these
two methods should be kept in mind. First, if the in-
ternal clock of the 5400A is used to set the rate at
which the channels will be addressed when t is the
random variable and when the second method is being
employed, the TIMING control should be set on CLOCK
rather than on LIVE time, since it is desirable for
the channels to correspond toreal time, For example,
if the SAMPLE TIME/RATE control is set on 10 us
and the TIMING switch is set on CLOCK time, chan-
nel 1 corresponds tothe time interval 10 to 20 us, and
channel m to the timeinterval [10m ps, 10(m + 1) us]
whereas if the timing switch is set on LIVE time,
channel 0 corresponds tothetime interval 0 to 12,2 us
and channel m to the time interval 12.2m us to 12.2
(m+1) us. Second, even though the digital processor
addresses channel 0 immediately after a START com-
mand is issued and dwells in channel 0 for the time
determined by the SAMPLE TIME/RATE control or
by an external signal applied at the SAMPLE TIME/
RATE input to the digital processor, channel 0 does
not record pulses from the MULTISCALE input as do
the remaining channels. Instead, it indicates the
number of sweeps made through the memory by the
digital processor. Thus, p,(n = 0, to) and py(n,, t = 0)
cannot be measured directly by the 5400A Anz?.lyzer.

Third, py(n, t,) is adiscrete probability density func-
tion since n is an integer, whereas pt(ng, t) is a con-
tinuous probability density function since t is a con-
tinuous variable. Since the output of the 5400A is digi-
tal (that is, the horizontal scale representing the
random variable is digitized in the form of discrete
channels), py(n, to) can be measured directly and ex-
actly, whereas p;(ng,t) is approximated by the 5400A
in the sense that it really measures the probability
that n, events will occur in the interval (t,t + At),
where At is the time selected on the SAMPLE TIME/
RATE switch or is determined by an external RATE
control. Thus, the relative count in channel 4 when
a rate of 20 us per channel is selected is the proba-
bility that n, events occurred in the interval (80 us,
100 us). Notice that this same approximation of the
probability density function takes place in the SVA
mode where time increments are replaced by voltage
increments. Fourth, the pulse resolutionof the meas-
ing system is limited by the maximum rate at which
the digital processor can address channels, which is
near 3 us per channel when an external clock is used.
Thus pulse resolution is on the order of 3 us. Also,
some error is introduced by the delay required for
the MULTISCALE input pulse and the STOP pulse.
Minimum width for the MULTISCALE input pulse is
specified at 25 ns and for the STOP pulse, it is about
2.5 us. The START pulse can occur within a few
nanoseconds of the STOP pulse and can remain high
until a STOP pulse occurs.

Finally, the exact time of initiation of the START
pulse, in relationship to the occurrence of the n
events of interest, can affect the results, depending
on whether the start pulse is synchronized with the
source of the n events. When an Ext Clock input is
used to determine the time of the gate of the 55904,
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the gate will turn on only immediately after a clock
pulse occurs (and will turn off immediately after the
number of clock pulses indicated on the preset time
control has occurred, not including the one that trig-
gered the gate to turn on). When pt(no, t)is desired,
the pulses from the source are fed into the Ext Clock
input of the 5590A and the gate is turned on for ng
pulses; thus the START pulse is initiated by the oc-
currence of an event and the time elapsed during the
occurrence of ng events may not be random with re-
spect to the events. If the events themselves are in-
coherent, however, the event that starts the digital
processor will be random with respect to the succeed-
ing events and the time interval during the occurrence
of the n, events will therefore be random with re-
spect to the events. Some of the examples below will
clarify this relationship between the START pulse and
the natureof the probability function that is measured.

2. Measuring Distribution Functions.

In order to measure directly the probability distribu-
tion function

L+
Piagpty)= [ png,tat (32)
t=0

or one minus the distribution function (the exceedance
probability distribution)

Es

f pi(n , t) dt (33)
t= tT
exactly the same circuits as those described earlier
(see Figure 19) can be used. The only changes in the
measuring system when distribution functions rather
than density functions are desired are the settings of
the ACCUMULATE mode and DATA CONTROL
switches on the 5400A. To measure p.(n., tp) the first
switch should be set on TEST mode and the latter should
be set on SUBTRACT; to measure one minus Py(ng, ty),
the exceedance distribution, TEST mode is used and
the DATA CONTROL switch is left on ADD. Thus,
for example, if one of the circuits in Figure 19 is set
up to measure p(n,, t), by switching the mode switch
to TEST and the DATA CONTROL to SUB the prob-
ability distribution function Pt(no, tT) canbe measured.
(Input into the MULTISCA LE input of the 5400A can also
be disconnected since it plays no role in the functioning
of the analyzer when operating in TEST mode. )

1- Pt(no’ tT) =

While operating in TEST mode with the DATA CON-
TROL set on ADD, the analyzer successively addresses
channels at a constant rate r, determined either by
the SAMPLE TIME/RATE control or by an external
input into the SAMPLE TIME/RATE input. At each
channel that is addressed the count is incremented by
the number of pulses from the 1 MHz internal clock that
occur during the time (; seconds) that the channel was
addressed. After n, events have occurred since the
digital processor began to address channel 0, a STOP
pulsearrives at the STOP input and the digital proces-
sor stops addressing channels and waits for the next
START pulse. At this time it will begin again to ad-
dress successive channels, starting with channel 0

and storing 1/r million counts in each channel until
a stop pulse occurs again. Thus, in each cycle (from
START to STOP pulse), the probability that a chan-
nel (¢;, say) will be addressed before the STOP pulse
ocecurs is equal tothe probability that tp or moresec-
onds will elapse during the occurrenceof n, events,
where tT = ct/r seconds. For example, if r = 5000
channels per second (SAMPLE TIME/RATE set at
200 ps), the probability that channel 5 will be ad-
dressed and therefore have its count incremented by
(1 x 10%) 200 us = 200 counts is the probability that
more than 5/5000 = 1 ms will elapse during the occur-
rence of n, events. But this probability function of
ty is simply one minus the probability distribution of
tr, which gives the probability that no more than tp
seconds will elapse during the occurrence of ng
events. Thus, it becomes clear how the 5400A will
eventually measure the exceedance probability func-
tion after many cycles (experiments) have taken place.

When the DATA CONTROL switch is set on SUB in-
stead of ADD, and the measuring system is otherwise
left unchanged, the processor will simply subtract
counts where in the ADD mode it would have added
counts. Thus, counts in the memory of the digital
processor at the end of operation will be the maxi-
mum count of the memory minus the number of counts
that would have been there if the DATA CONTROL
switch had been on ADD rather than SUB. Then, after
normalization, the probability distribution function
itself can be plotted by the 5400A.

Figure 20 shows the 5400A Analyzer's display of the
probability distribution function and the exceedance
probability functionof the time elapsed during theoc-
currence of ng = 10 pulses from a nuclear detector.
The SAMPLE TIME/RATE control was set at 100 us.
The vertical scale is 200, 000 counts per division, so
1 million counts (five divisions) represents a proba-
bility of 1. Note that when the probability distribution
and the exceedance functions both equal one-half, t
(designated by channel 15) is 15 (100 us) or 1.5 ms,
Therefore, there is a 50-50 chance that the time
elapsed during the occurrence of 10 pulses from the
source will be greater than (or less than) 1.5 ms.

To measure the probability distribution function or
the exceedance probability distribution function of n
events occuring in ty seconds where n is the ran-
dom variable, it is possible toobtain a rough approxi-
mation of the desired functions using the techniques
that weredescribed above for Pi(ng, t7) and one minus
Py(ng, t). The circuit shown in Figure 18A can be
used just as if pp(n, ty) were being measured, except
that the ACCUMULATE MODE becomes TEST instead
of MCS and the DATA CONTROL switch is set on SUB
if the probability distribution is sought, or on ADD if
the exceedance distribution function is required.
(Again, no MULTISCALE input is required.) This
method, however, does not yield the accurate, quick
results that itdoes when Py¢(ng, tp) or 1 - Py(n_, ty) is
being measured because the number of counts stored
in each channel from the 1 MHz internal clock of the
5400A Analyzer depends on the lengthof time between
events from the source, since these pulses arefed in-
to the external SAMPLE TIME/RATE input. Thus,
instead of storing a constant number of counts in each
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Figure 20

Probability distribution functions of Pt(no, tp)
(trace a) and 1 - Pt(no, tT) (trace b). Pt(') is ac-
cumulated in first half of memory, 1 - Py() in sec-
ond half,

channel addressed until the STOP pulse occurs tg
seconds after the START pulse initiated a sweep thru
the channels, the digital processor increments each
channel a number of counts proportional to the time
interval between pulses from the source, which is
varying. So even after several sweeps the counts in
the channels may vary from channel to channel when
the probability distribution should in reality be a con-
stant. The probability distribution shown in Fig. 21B
was obtained using this method; that is, the circuitof
Figure 18A was used, except that the 5400A was oper-
ated in TEST mode -- the DATA CONTROL switch was
set on SUB. Notice that where the probability should
be a constant 0, the distribution of the counts in the
corresponding channels seems to vary randomly about
a mean of zero on the left half of the trace.

If the events from the source are incoherent with the
START and STOP pulses (determining the time inter-
val to) the problem of a "noisy" histogram measured
by the 5400A Analyzer can be remedied by allowing
the data to accumulate for a long enough period of
time that each channel would eventually contain close
to the number of counts from the 1 MHz clock propor-
tional to the average time between pulses from the
source. If the number of cycles (one cycle is from
START to STOP pulse) is equal to m, then the aver-
age number of counts per channel (proportional to
the average time interval between pulses) will grow
at a rate of m per channel, whereas the variation
about this average, the "noise", will grow asthe square
root of m, and thus the signal-to-noise ratio will
grow as the squareroot of m, For some purposes, the
rate of the 1 MHz clock is too great to allow enough
repeated measurements to average out the noise,
since the memory capacity, 1 million counts per
channel, is reached after too few cycles. For ex-
ample, if the average time interval between pulses
from the source is 10 ms, then on the average
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(1MHz)- 10 ms = 10,000 counts per cycle are added
to the first channels to be addressed (whose prob-
ability of being addressed is near one). In this case,
only 1 million/10, 000 counts per cycle, or 100 cycles,
can occur before the capacity of these channels is
reached. Only 100 repeated trials to average out
noise in, say, a quarter of the memory or in 250
channels is certainly not sufficient. The probability
distribution function in Fig. 21B, for example, shows
that the average value for ny, where Py (nT,ty) =—
is near 330 (designated by channel 330). Since ty in
this example was 0.1 s, the average length between
pulses from the source is 0.1/330 = 300 ys. The
vertical scale of Figure 21B is slightly less than
200, 000 counts per division (the vertical gain vern-
ier was used), so the capacity of the first 300 channels
was nearly reached. The number of cycles oceurring
during the experiment to achieve this capacity was
about
N S00as = 3300 cycles.

It is evident that the noise in the distribution is still
prevalent after this many cycles.

The most simple solutionto this problem, but one that
requires a relatively long time to accumulate enough
data, is to substitute for the internal 1 MHz clock an
external signal of a constant pulse rate lower than
1 MHz. This pulse signal can be fed into the MULTI-
SCALE input and the operating mode will be set at
MCS. In this mode the same process of incrementing
the counts in the channels will take place as that just
discussed for the TEST mode; however, because of
the lower rate of pulse accumulation in each channel,
more cycles canoccur beforethe capacity of 1 million
counts is reached. Thus, the signal-to-noise ratio
will be improved.

The exceedance distribution in Figure 21B indicated
by the trace that is highon the left (indicating a prob-
ability of 1) and low on the right (indicating a prob-
ability of zero)was accumulated using a 6 kHz pulse
rate from a214A Pulse Generator fed into the MULTI-
SCALE input of the 5400A Analyzer. The remainder
of the circuit was left almost like that of Figure 18A.
The entire measuring system is shown in Figure 21A.
Since the average time between pulses from the un-
known source was found to be about 300 us, on the
average 6 kHz - (300 us) =~ 2 counts per channel per
cycle, and since each cycle took about to = 0.1s, the
total time required to reach the capacity of about 1
million counts per channel is around (1/2 million
cycles) (0.1 s per cyele), or about 14 hours. The
exceedance distribution data in Figure 21B were ac-
cumulated overnight for about 14 hours, but at this
sacrifice of time some 500,000 cycles took place;
thus the signal-to-noise ratio increased by a factor
of about ¥500,000,/3300~12 over that of the distribution
function in the figure when the TEST mode was used;
Figure 21B does indicate this significant improve-
ment in the signal-to-noise ratio.

Another approach to this problem calls for a more
complicated circuit but eliminates the '"noise' prob-
lem and thus requires much less time to accumulate
the data than does the approach described in the pre-
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ceding paragraph. If a new series of pulses that are
delayed by a few psec from the pulses fromthe source
entering the SAMPLE TIME/RATE input are fed into
the MULTISCALE input, and if the analyzer is operated
in the MCS mode in each cycle (from START to STOP
pulse) the count in each channel that is addressed in
the t, seconds of the cycle is incremented by one.
This occurs because, shortly after a pulse arrives
from the source at the SAMPLE TIME/RATE input
and the digital processor advances to the next chan-
nel, a pulse will arrive at the MULTISCALE input and
the count in the channel will be incremented by 1.

Thus the probability that a count will be added (or sub-
tracted) in a particular channel (say, Cy) is the prob-
ability that at least C; events from the source occur
during the time interval of t_  seconds; in this way
an exceedance function (or probability distribution
function if DATA control is set on SUB) is accumu-
lated. Figure 22C shows both the exceedance and the
probability distribution functions of the number of
events occurring in ty = 0.1 second using the same
source as that used to generate the functions shown
in Figure 21B. The functions in Figure 22C took only
about 3 minutes apiece togenerate, and they are rela-
tively noise-free. Figure 22A shows the block dia-
gram of the circuit used in the measurement of Fig-
ure 22C. Notice that the only change in the circuit
is signal 2, which is fed into the MULTISCALE input
and is about a 3 us delay of the signal from the source
being fed into the SAMPLE TIME/RATE input.

It is clear that with the aid of some external circuitry
the HP 5400A Multichannel Analyzer has a great deal
of versatility in measuring the time statistics of events
from some source. It can measure any of the follow-
ing probability functions:

Probability Density Functions
p,(n,t)

py(n ,t)

Probability Distribution Functions

o |
> pnt)

n=o0

Pn(nT’ to) -

T
P nsty) = Of py(n, )

Exceedance Probability Functions

1- Pn(nT, to)

1- Pt(nO’ tT)

Also, the parameters t, and n, canbevariedover a
wide range of values; no can be varied from 0 to
10, 000, the limit of the preset time of the scaler-
timer, and to can be varied a few microseconds (be-
cause of the limitof about 3 s between pulses coming
from the source into the SAMPLE TIME/RATE
input) to as high as desired, by feeding into the Ext
Clock input of the 5590A Scaler-Timer a pulse every
t, seconds (or t /m seconds where m isthe number
on the PRESET Si‘IME dial of the scaler-timer). The
limitson n and N7 are the number of channels avail-
able in the 5400A; thus the maximum possible n and
np in py(@, to) a.nd P, (nT, to) should be less than 1024,
wﬁlle the minimum n and np canbe 1. The limits
on t and tp in pt(ng,t) and Py(ny,ty) are around 3
us at the lower end (a limit o% the 5400A sampling
time) and infinite at the upper end, since an external
pulse rate into the SAMPLE TIME/RATE input canbe
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as slow as desired, as long as it is constant;however,
the ratio of minimumto maximum t and tp (aswell
as n and nT) in any one experiment is limited by the
number of channels available. In the caseof the 5400A
this limit is 1024 channels. For example, if the max-
imumpossible t or tp inanexperiment is 1 second,
then the minimumpossible t or tp shouldbegreater
than 1 ms,

The following paragraphs suggest some possible appli-
cations of this capability of the 5400A for measuring
time and rate statistics of events occurring in time.
Whenever events that can be converted to voltage
pulses are occurring at various time intervals and a
measure is requiredof the distribution of the time in-
terval or the distribution of the rate of occurrence
of the events, the analyzer may prove invaluable.
Such applications are numerous andonly a few of them
are mentioned here. Before specific practical exam-
ples are suggested, the most important theoretical
example of pp(n, to), the Poisson probability density
function is discussed and compared with a statistical
measurement by the HP 5400A Analyzer of a Poisson
process.

3. Measurement of a Poisson Distribution,

In Appendix I the Poisson distribution

(1t

pn(n, to) Y

= ‘uto

is derived. This isthe process of randomly occurring
events where the probability of an event occurring in
a certain time interval is statistically independent of
the number of events thatoccurred in a previous time
interval, and where g is the average rateof occur-
rence of the events. In other words, the Poisson
process is the random selection of points on the time
axis such that points in non-overlapping intervals are
independent.

It is exciting to watch the 5400A analyzer plot the
Poisson probability density function, which has pre-
viously been only a theoretical equation. Among many
other uses, the 5400A would be a valuable teaching
tool that would demonstrate to students of statistics
and probability theory the reality of suchdistributions
as the Poisson probability density function, just as
the CRO demonstrated the reality of the sinusoidal
equation.

Figure 23 shows the output of an HP plotter that was
connected to the 5431A Display Plug-in of the 5400A.
The analyzer was used to plot the probability density
function of the number of pulses given off by a nuclear
source (cesium) in a time interval of t, = 2.5 ms.
The measuring system is shown in Figure 24. Super-
imposed on the plot from the 5400A Analyzer in Fig-
ure 23 is the theoretical Poisson probability density
function, pp(n,ty), with the parameters ty= 2.5 ms
and p = 2000 pulses per second. The close corres-
pondence between the two functions indicates that the
pulses from the cesium source are Poisson-distributed.
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4. Time Statistics of Nuclear Pulses

The probability density or distribution functions of n
pulses from a nuclear source occurring in a time
period of t, seconds, and of the length of the time
interval in which exactly n, nuclear pulses occur,
can be plotted by the HP 5400A Multichannel Analyzer
using either of the two procedures described above.
Moreover, by using the HP 5583A Single Channel
Analyzer, the heights of the pulses being counted and
analyzed by the 5400A can be specified as another
parameter of p,(n,ty) or of pE(n A Thet A&,
pulses greater than or equal to V volts or pulses equal
to V = 0.015 volt can be analyzed by using the Emin
or AE mode of operation with the 5583A Analyzer.

Figure 24A shows the entire block diagram for acir-
cuit that was used to measure several probability
density functions of the number n of pulses from a
cesium source that occurred in the time period t
seconds, that is, of py(n,ty), for various values of
the parameters t,, pulse height V, and average rate
of pulse occurrence u. The parameter t; is deter-
mined by the preset time setting on the 5590A and the
rate of the clock pulses from the pulser. Pulse height
V is set by the 5583A Analyzer discriminators, and

the pulse rate is varied by changing the distance of
the source or sources from the detector. Figures
24B through 241 show the results.

Figures 24B through 24F are measures of P, (n, t
when all the parameters except t, are kept const ?
They all appear to be Poisson probability density func-
tions; this observation can be checked roughly by
comparing their shape with the Poisson distribution
as well as by locating the maxima of the probability
density function. Appendix I shows that the maxima
of a Poisson probability density function

p (0.t ) = (i. o [exp {-uto}] (34)

occur at n=ut, andat n= uty -1 and are equal.
The locations of the maxima of the plots in Figures
24B through 24F agree closely with this theoretical
value, *

Figure 24G shows pp(n, to) with all the parameters
held constant except V. As mentioned previously, the
5583A determines V by the setting of’its discrimina-
tors. Notice that the probability density functions in
24G are allnearly the same and are close approxima-
tions to the Poisson distribution.

Figure 24H shows pp(n,ty) with all the parameters
held constant except p. Notice that the peak of the
probability density function occurs again near n= ut
and n = ut, - 1, as it does in the case of a Poisson
probab111ty dens1ty function, and that the deviationof
the functions about their peaks increases as p in-
creases.

Figure 241 shows the equivalent dependence of pn(n, to)
on p and t,; that is, doubling p while keeping t,
constant yields the same probability density function
as when t, is doubled and p is held constant. This
is predictable assuming that pp(n,ty) is Poisson-
distributed and is therefore equal to

n
“ro) .
o s

for p and t, always appear together in this proba-
bility density lunction as pt.

Figure 25A shows ablock diagram of the entire system
that measures the probability density function pt(n t)
of the time period t that elapses during the occur-
ence of n, pulses from a nuclear source, whose
pulse heights are V volts determined by the 5583A
analyzer and whose pulse occurrence rateis u meas-
ured by the 5590A Counter before the experiment takes
place. Notice the similarity between this setup and
the one in Figure 24A, and the ease of switching from
one measuring system to the other. Figures 25B thru
25H show the results of experiments when the param-
eters n, and p were varied.

*Note that the (n + 1)st dotinthese figures represents
the nth channel of the digital processor and indicates
the probability that n pulses willoccurin t, seconds.

27




as slow as desired, as long as it is constant;however,
the ratio of minimumto maximum t and tp (aswell
as n and nT) in any one experiment is limited by the
number of channels available. In the case of the 5400A
this limit is 1024 channels. For example, if the max-
imumpossible t or tp inanexperiment is1second,
then the minimum possible t or tr shouldbegreater
than 1 ms.

The following paragraphs suggest some possible appli-
cations of this capability of the 5400A for measuring
time and rate statistics of events occurring in time.
Whenever events that can be converted to voltage
pulses are occurring at various time intervals and a
measure is requiredof the distribution of the time in-
terval or the distribution of the rate of occurrence
of the events, the analyzer may prove invaluable.
Such applications are numerous andonly a few of them
are mentioned here. Before specific practical exam-
ples are suggested, the most important theoretical
example of py(n, to), the Poisson probability density
function is discussed and compared with a statistical
measurement by the HP 5400A Analyzer of a Poisson
process.

3. Measurement of a Poisson Distribution.

In Appendix I the Poisson distribution
(& tg"

—— & it

pn(n, tO) =

is derived. This isthe process of randomly occurring
events where the probability of an event occurring in
a certain time interval is statistically independent of
the number of events thatoccurred in a previous time
interval, and where . is the average rateof occur-
rence of the events. In other words, the Poisson
process is the random selection of points on the time
axis such that points in non-overlapping intervals are
independent.

It is exciting to watch the 5400A analyzer plot the
Poisson probability density function, which has pre-
viously been only a theoretical equation. Among many
other uses, the 5400A would be a valuable teaching
tool that would demonstrate to students of statistics
and probability theory the reality of suchdistributions
as the Poisson probability density function, just as
the CRO demonstrated the reality of the sinusoidal
equation.

Figure 23 shows the output of an HP plotter that was
connected to the 5431A Display Plug-in of the 5400A.
The analyzer was used to plot the probability density
function of the number of pulses given off by a nuclear
source (cesium) in a time interval of to = 2.5 ms,
The measuring system is shown in Figure 24. Super-
imposed on the plot from the 5400A Analyzer in Fig-
ure 23 is the theoretical Poisson probability density
function, pp(n,ty), with the parameters t,= 2.5 ms
and ¢z = 2000 pulses per second. The close corres-
pondence between the two functions indicates that the
pulses fromthe cesium source are Poisson-distributed.
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Theoretical Poisson probability density func-
tion and actual probability density function of
pulses from cesium nuclear source; jt = 2000 counts
per second; to = 2.5 ms.

4. Time Statistics of Nuclear Pulses

The probability density or distribution functions of n
pulses from a nuclear source occurring in a time
period of t, seconds, and of the length of the time
interval in which exactly n, nuclear pulses occur,
can be plotted by the HP 5400A Multichannel Analyzer
using either of the two procedures described above.
Moreover, by using the HP 5583A Single Channel
Analyzer, the heights of the pulses being counted and
analyzed by the 5400A can be specified as another
parameter of p,(n,ty) or of p (ng, t). That is,
pulses greater than or equal to Vvol%s or pulses equal
to V + 0.015 volt can be analyzed by using the Emin
or AE mode of operation with the 5583A Analyzer.

Figure 24A shows the entire block diagram for acir-
cuit that was used to measure several probability
density functions of the number n of pulses from a
cesium source that occurred in the time period t
seconds, that is, of py(n,ty), for various values of
the parameters t,, pulse height V, and average rate
of pulse occurrence u. The parameter t, is deter-
mined by the preset time setting on the 5590A and the
rate of the clock pulsesfrom the pulser. Pulse height
V is set by the 5583A Analyzer discriminators, and

the pulse rate is varied by changing the distance of
the source or sources from the detector, Figures
24B through 241 show the results,

Figures 24B through 24F are measures of pn(n,t )
when all the parameters except t, are kept constan?.
They all appear to be Poisson probability density func-
tions; this observation can be checked roughly by
comparing their shape with the Poisson distribution
as well as by locating the maxima of the probability
density function. Appendix I shows that the maxima
of a Poisson probability density function

pn(n’ to) _ to)n [exp {-/.Lto }] (34)

n'

occur at n= ut, and at n= uty - 1 and are equal.
The locations o? the maxima of the plots in Figures
24B through 24F agree closely with this theoretical
value, *

Figure 24G shows p,(n,t,) with all the parameters
held constant except V. As mentioned previously, the
5583A determines V by the setting of‘its discrimina-
tors. Notice that the probability density functions in
24G are allnearly the same and are close approxima-
tions to the Poisson distribution.

Figure 24H shows py(n, to) with all the parameters
held constant except p. Notice that the peak of the

probability density function occurs again near n= pt
and n = put, - 1, as it does in the case of a Poisson
probability density function, and that the deviationof
the functions about their peaks increases as u in-
creases,

Figure 241 shows the equivalent dependence of p_(n, t,)
on p and t; that is, doubling p while keeping t,
constant yields the same probability density function
as when ty is doubled and p is heldconstant. This
is predictable assuming that pp(n,ty) is Poisson-
distributed and is therefore equal to

L

™ - &y

for u and t, always appeartogether in this proba-
bility density ?unction as pto.

Figure 25A shows ablock diagram of the entire system
that measures the probability density function pi(n, t)
of the time period t that elapses during the occur-
ence of ny pulses from a nuclear source, whose
pulse heights are V volts determined by the 5583A
analyzer and whose pulse occurrence rateis ;1 meas-
ured by the 5590A Counter before the experiment takes
place. Notice the similarity between this setup and
the one in Figure 24A, and the ease of switching from
one measuring system to the other. Figures 25B thru
25H show the results of experiments when the param-
eters n; and p were varied.

*Note that the (n + 1)st dotinthese figures represents
the nth channel of the digital processor and indicates
the probability that n pulseswilloccurin t, seconds.
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Figure 24
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as is theoretically predicted if the process
B. t,=0.6/p (upper)and 1/p (lower). is Poisson-distributed.

28




Figure 24 (cont'd)

G. Fixed t, =4 ms, and V = 1 volt
(upper left), 1.5 volts (upper
right), 2 volts (lower left), and
4 volts (lower right).

Fixed t, =3 ms, and V = 1 volt;
# = 1000 pulses per second (up-
per trace) and g = 2000 pulses
per second (lower trace).

I. FixedV

1volt; u=2000 pulses
per second and t, = 3 ms (upper
trace); ¢ = 1000 pulses per sec-
ond and t = 6 ms (lower trace).
Note the two probability density
functions are identical.

Figure 25
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in Figure 19B.

+ 0.015 volt and average rate is 4 pulses/sec-

ond. In B- F, fixed V=1 volt and fixed p =

2000 pulses/second.

Signal timing is shown

A. Circuit diagram.

29



Figure 25

n, =0 (upper left), B 1 (upper right),
b= 2 (lower left), - 3 (lower right).

Left half of B expanded horizontally;no= 0,
(upper trace) and ng =2 (lower trace), Hor-
izontal scale 50 us per dot.

Righthalfof B expanded horizontally; n,=1
(upper trace) and n, =3 (lower trace). Hdr-
izontal scale is 50 us per dot.

Upper trace, ng =10 pulses, horizontal
scale 50 us per channel; lower trace, ng
=100, horizontal scale 500 us per chan-
nel. In both cases 512 channels is full scale.

Horizontally expanded picture of E. In up-
per trace, first marker designates chan-
nel 100 and thus represents

S S0us |

channel
In lower trace, last marker designates
channel 612 or 100 channels from the "ori-
gin," and thus represents

100 channels = 5 ms = ny/p.

500us

channel

- 100 channels = 50 ms=no/u.

pi(n, = 3,1). Fixed V =1 volt and p = 1000
pulses/second (upper trace) and g = 2000
pulses/second (lower trace); horizontal
scale is 500 us per channel (per dot).

pi(ng = 5,t) with V = 1volt. k =2000 pulses
/second, and horizontal scale is 0.5 ms per
dot (upper trace). p = 1000 pulses/second
and horizontal scale is 1 ms per dot (lower
trace).
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Figure 25B shows four probability density functions
with p held constant and n, varied so that in the
upper left portion of the trace ng = 0, in the upper
right portion nj = 1, in the lower left portion n_ =2,
and in the lower right portion n_ = 3. In all cases y=
2000 pulses per second. Figures 25C and 25D show
an expanded picture of these four probability density
functions. Figure 25E shows the functions py(n,t)
when ng = 10 and ng = 100 for the upper and lower
traces, respectively. In both cases p was 2000
pulses per second,

Figure 25F, an expanded view of 25E indicates the
channel location of the peaks of the functions. Fig-
ure 25G shows two different probability density func-
tionsof t when n, was held constant at 5 pulses and
u was varied. Notice the heightening and narrowing
of the function when p was increased. The time
scale in all cases was 5 ms per channel. Figure 25H
compares two functions in order to show the relation-
ship between g and the scale of the time axis; the
upper picture is with u = 2000 and the time scale set
at 0.5 msper channel, the lower trace is with u = 1000
and thetime scale set at 1 ms per channel. Doubling
the time scale and halving the rate results in an iden-
tically shaped probability density function.

Appendix I shows that the probability density function
of the time t elapsed during the occurrence of n,
events is

n
™ =ps

pt(no’ t)=u - ® (35)
o

if the events from the source are Poisson distributed.
Comparing this equation with the probability density
functions in Figures 25B through 25H shows that a
Poissonprocess as we discovered above when pn(n, to)
was measured. For example, the maximum of the
function of Eq. 35 is located at t=n_/un, as Appen-
dix I shows; Figures 25C, D, and F in %articular dem-
onstrate that the locations of the maxima of pi(ng, t)
from the cesium source are quite close to the theo-
retical values.

In the upper trace of Figure 25F, for example, the
first marker designates channel 100. Since the time
scale of the probability density function is 50 us per
channel, channel 100 represents the time interval
(5 ms, 5.05 ms), and since =10 and p = 2000
the theoretical maximum of this function should occur
at 10/2000s =5 ms. Inthe lower trace, the last
marker indicating the peakof this function designates
channel 612; since the second half of the memory of
the 5400A analyzer was used, this marker designates
the 100th channel from the "origin." Since the scale
on the time axis is 500 us per channel, the marker
indicates the time interval (50 ms, 50.5 ms). This
interval corresponds closely with the theoretical value
of 100/2000 s = 50 ms when y = 2000 pulses per sec-
ond and n, = 100 pulses.

5. Frequency Distribution.

Since frequency is a measure of the number n of
events that occur in 1 second, a measure of its prob-
ability density function can be made with either of the

two procedures discussed above. For example, if
the frequency dispersionof a microwave signal source
were to be plotted, a 5245L Counter with its appropri-
ate frequency converter plug-in, along with the K20-
5400A BCD to binary converter plug-in, could be util-
ized to make the frequency measurement, According
to the instability noted in the initial measurements,
the appropriate three digits could be selected by the
column selector switch of the K20-5400A plug-in. If
the counter were allowed to run continuously long
enough to acquire a good statistical sample of data,
a distribution plot could be made of the short-term
frequency variations around a center frequency. A
plot of frequency dispersions similar to that shown
in Figure 26 would be the result. The horizontal scale
is 10 Hz per minor dot or 100 Hz per major dot. The
vertical scale is 20 counts/cm. The center of the
distribution is 6630 Hz and its maximum excursions
go from 6300 Hz to 6910 Hz.

Figure 26

Probability density function of frequency,
py(n, 2 1 second). Horizontal scale 10 Hz per
dot, 100 Hz per minor dot.

Such frequency distribution measurements might be
useful in determining the instabilities of a very good
frequency standard such as a cesiumbeam or a rubi-
dium standard. If the long-term aging effects for the
frequency standard are essentially negligible for the
period of time that data are being accumulated, the
resultant plot will show the distribution of the instabili-
ties around the center frequency of the oscillator.
Each dot that represents memory location in the ana-
lyzer is in itself afrequency calibration point accord-
ing to the digits being interpreted from the counter.

6. Period and Phase Distribution

The 5400A Analyzer can measure the probability den-
sity function of the frequency of a waveform but also
the period of a waveform, since this function is simply
the probability density function of the time elapsed
during the occurrence of n, =1 event (or period),

pln = 1,¢) (36)
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Either of the two methods described above for meas-
uring pt(no, t) can be used. Thus such useful meas-
urements as pulse time jitter can be made with the
5400A Analyzer.

Furthermore, if phase distribution betweentwo wave-
forms or between two points onthe same waveform is
desired, it can easily be measured with the 5400A
Analyzer. The same technique as that used to measure
period distributions can be employed, except that a
counter is not necessary, since two different pulse
signals are available. * The measurement is made by
first producing pulses at the points on the waveforms
that designate the phases to be compared; that is, if
the phase angle between two sinusoidal waveforms is
desired, one can, for example, generate two sets of
pulses at the positive zero crossings of each of the
waveforms. One of these pulse signals is thenfed in-
to the START input of the 5400A and the other (later)
pulse signal is fed into the MULTISCALE input. A
short delay (a few hundred nanoseconds) of this sec-
ond pulse signal is fed into the STOP input, the func-
tion control is set on MCS, and the SAMPLE TIME/

*Note that ''phase difference" is here taken to denote
time difference, i.e., the time between the two points
whose phases are being compared. The phase differ-
ence is deduced simply from the time difference as
_taw .
6= —T—radlans

where t is the time interval between the two points
of interest on the waveform(s) and T is the periodof
the waveform(s).

RATE control is so set that the average phase dif-
ference corresponds to one of the middle channels;
for example, if the phasedifference is inthe neighbor-
hood of 10 ms, then 20 usec per channel might be
convenient. Figure 2TA shows a block diagram of a
possible measuring system that would record the prob-
ability density function of the phase difference between
two waveforms; 27B shows the time chart of the rele-
vant pulses in the system.

7. Production Rates

The HP 5400A may be a valuable instrument to pro-
vide the automatic measurement needed to determine
the distribution of the number of items produced on
an assembly line or in a plant in a given time period.
For example, the analyzer could provide a plot of the
distribution of the number of resistors of a specified
value produced in one day. It could also be used to
determine the probability density function of the time
period it takes to produce one item.

8. Telephone Call Distribution

Designers of telephone communication systems will
find the HP 5400A an important tool for optimizing
telephone line routing or determining the frequency
of calls on agiven lineor thedistributionof the length
of time of calls in a certain location. The analyzer
will provide the probability density functions of n
events happening in t seconds, with either n or t
the random variable.

Figure 27
DUAL INTEGRAL
MODE
A Emin X ov B | I
E o 25 0V i || P - e o N 8
| INPUT_ : || output 3] 3 0 T: ~ I =~ |
0* = » SINGLE CHANNEL —-]' =t START™|  MULTICHANNEL : b : |
Y ANALYZER |
. HP 55834 I _ O A HP 5400A 2] T \_‘_,.h F
2] —* 1
INPUT OUTPUT MULTISCALE | 1 (1 il
INPUT 4 :
STOP n M n
INPUT o 1 I &
] Iy Iy
o 111 12 g
I I L
TS L. e el
TRIGGER |  HP214A PULSE [T A I ALY
INPUT ouTPUT 0 1 I T
{ X | ysec deiay) b | i 1 i [ e
4 12 ts
Phase distribution between two waveforms. sec, will be incremented by one. After
A. Diagram of measurement system. Signals several samples have beentaken, the prob-
4 and 5 are by t seconds delays of signal 3. ability density function of the phase t will
Thus, if the SAMPLE TIME/RATE control be recorded.
of the analyzer is set on T sec/channel, the
count in channel t/T, corresponding to t B. Signal timing chart.
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9. Distance Distribution Using Radar Pulses

The HP 5400A Analyzer could be essential in a meas-
uring system that determines the probability density
function of the distance of an object from anobserver,
I an object is moving around some mean position,
the 5400A could be used to determine the deviation
of its position with respect to the observer, In this
application, the radar pulse sent would also trigger
the digital processor of the 5400A to start its sweep of
the channels, The return pulse would trigger a pulse
into the MULTISCALE inputof the 5400A; immediately
thereafter a STOP pulse would be fed into the STOP
input of the digital processor. The SWEEP TIME/
RATE control would be set so that the mean time be-
tween the sent pulse and the return pulse corres-
ponded to a channel near the center of the channel
range. Thus the 5400A would provide a plot, in digi-
tal or analog form, of the probability density func-
tion of the time elapsed between the sent radar pulse
and the return pulse and thus of the distance of an
object from the observer. The measuring system
would be identical to that shown in Figure 27 for de-
termining phase distribution. The sent radar pulse
would be signal 3 and the received pulse would be
signal 4.

10. Distribution of Shot Noise Pulses.

The nature of noise in a system is often of interest to
designers and users of the system. When shot noise
(that is, pulses of noise) occurs, the distribution of
this noise with respect totime can be measured using
the 5400A. Usingone of the systems shown in Figures
17, 18, and 19, either the probability density function
of the number of noise pulses occurring in a given
time period or the probability density function of the
time elapsed during the occurrenceof a given number
of noise pulses can be measured. It would be of parti-
cular interest to determine whether the noise pulses
occur randomly with respect to time--that is, whether
they are Poisson-distributed or whether they are co-
herent. Measuring the distribution of the number of
pulses occurring in a given time period, py(n,t,),
and comparing this probability density function with
the Poisson probability density function will determine
whether the pulses are random or coherent.

11. Error Probability Density Functions.

If a voltage pulse can be triggered when an error oc-
curs in a system, the HP 5400A can be used to meas-
ure the probability density function of the number of
errors (or successes) with one of the systems shown
in Figures 17, 18, and 19. Moreover, even though
the trials (in which either successes or failures can
occur) are not linearly related to time, the probability
density function of the number of failures or successes
n in a fixed number t; of trials or of the number of
trials t it takes for a fixed number n_ of failures
or successes to occur can be measured with the ana-
lyzer in one of these three systems. In this case the
pulses indicating time in these figures would become
pulses indicating trials. Thus, for example, if pi(n , t)
is desired (that is, if the probability density function
of the number of trials t that are required to obtain
ng failures or successes is required), the input to

the SAMPLE TIME /RATE input of the digital proces-
sor of the 5400A Analyzer in Figure 19 would be pulses
representing the trials, while the input to the Ext Clock
input to the 5590A Scaler-Timer would be the pulses
representing the failures or successes, and the PRE-
SET TIME setting of the 5590A would be ng. Such
important measures as the percent distribution of
errors in a digital communication system, for ex-
ample, could be made with this system.

An important example of the use of the 5400A Analyzer
for error probability measurements is in electro-
optical systems., C.P. Pittman (Ref. 6), describes
how photon-counting detectors make electro-optical
receivers more sensitive to changes in light intensity
and less sensitive to background noise than do signal-
averaging detectors. The primary reason for the
greater sensitivity of photon-counting detectors is that
the probability of a''false alarm' (that is, of detecting
a pulse that is the resultof noise and no signal) can be
minimized, while the probability of detecting a signal
when it occurs can be maximized, using statistical
techniques. The basic assumption of the analysis is
that the noise and signal pulses are both random and
independent; that is, they are Poisson-distributed so
that the average number of signal pulses per second is
©g; thus the probability density functions of the noise
and of the noise plus signal are

" BNt (37)

pN(n’ tO) = (Lnl\gi

and

n
[(u NtE to] (et “s)to
Pl = == A (38)

The measuring system, then, detects each pulse due
to noise or to a photon signal plus noise, amplifies
these pulses, counts them, determines if the count
during a specified time t, is above a threshold, and
indicatesthat a signal is present, depending on whether
the threshold was exceeded. Figure 28 shows the block
diagramof the system. It is evident that if the thres-
hold is set too low, a signal will often be indicated by
the system when only noise pulses occurred, whereas
if the threshold is set too high there will be many in-
stances when a signal occurs during the time period
of the counting but is not indicated by the signal in-
dicator. Pittman observes that the probability, given
a certain threshold LB that a false alarm will occur
is
n

T
B=1- %

n=

. {m, t) (39)
g x-W

and the probability that a signal will be detected if a
signal (photon)occurs during the counting period tg is

Mg

a=1-2 PN.gmty) (40)
n=0

He then draws nomographs of noise power u t_ ver-
sus signal detection probability & , with lines of con-
stant threshold . Using these graphs one can find
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the values of unknown parameters if the related par-
ameters are specified, For example, given the noise
power Ky, the period of the count t,, the threshold
nT, and the minimum signal detection probability, a,
the signal-to-noise ratio (“S/ () and the false alarm
probability, 8,can be determined.

With the HP 5400A Multichannel Analyzer, the par-
ameters a and B can be measured directly. Thus
determination of the correct threshold that will maxi-
mize signal detection probability & and minimize false
alarm probability 8 becomes much easier than the
tedious method described by Pittman. This measure-
ment is made by exploiting the 5400A Analyzer's abil-
ity to measure one minus the distribution function of
ILIIT events occurring in t; seconds, described above.

sing the MCS mode of the 5421A Digital Processor,
feeding into the SWEEP TIME/RATE input the pulses
from the detector when no signal is present (when S
is measured) or when signal plus noise is present
(when ¢ is measured), feeding into the MULTISCALE
input a short delay of these pulses from the detector,
feeding the gate of the counter intothe START input of
the 5421A Digital Processor, and feeding a pulse trig-
gered by the end of the gate t0 seconds long into the
STOP input, both a and B as functions of threshold
np can be plotted alternately by the 5400A. (If con-
venient, @ could be plotted in the second half.) From
these plots, taken periodically, the optimum n at
any one time that will yield a signal detection prob-
ability above a required minimum and a false alarm
probability below a desired maximum can be simply
observed and the threshold of the signal indicator in
the detection system can be correctly adjusted. How
often these measurements of ¢ and 8 are taken and
how often the necessary adjustments of the threshold
are made will depend upon how fast the rate of noise
pulses and the photon pulses are varying. (For ex-
ample, noise will vary partly because of background
light changes.) Figure 28B shows the block diagram
of a possible detection system using the 5400A .

It should be noted that using the 5400A Analyzer in
this application not only makes calculation of the op-
timum parameters of the system far easier, but also
the assumption that the noise and the noise plus signal
are Poisson-distributed may be discarded, for the
analyzer gives the signal detection probability o and
the false alarm probability 8 no matter how they are
distributed. Thus, if the noise pulses are in some
way coherent with themselves with the signal, use of
the analyzer to measure signal detection probability
and false alarm probability would yield correct
results.

12. Switching Time of a Random Binary Source.

The second method mentioned above for measuring
the probability density functions of n events in t
seconds, with either n or t as the random variable,
was used to study the statistics of the switching times
from the random binary output of a 3722 Noise Gener-
ator. In other words, the probability density functions
of the number of switches from high to low voltage
levels (logic 0 to logic 1) in a given time period t,
and of the time t elapsed during the occurrence of
no switches in voltage levels were plotted by the

34

5400A. Figures 29A and B give the block diagrams of
the measuring systems employed, while 29C shows
the time charts of the relevant pulses in the system.

In this example, the clock from the 3722A which de-
termines possible switching times for the random
binary output was used to provide the timing in the
measuring circuits. Thus there is a direct correla-
tion between the START and STOP pulses and the
times of switching . The probability density func-
tions in Figure 29 show this correlation dramatically.

Figures 29D through 29I are plots of pp(n,ty) using
the measuring system shown in 29A. Appendix I gives
a calculation of the theoretical probability density
function of n switches in t' trials (in this casealso

in ty=t)/r seconds, where r is the rate of the
clock in ?he noise generator):
t
I 7 L TR N W
Pamty) = @5 () =@ ° (o) (41)

where binomial coefficients are defined as

iy m!
(r) T (m-=rjir?

for integral values of m and r. Comparing this
Bernoulli probability density function with those of
Figures 29D-I show a close correspondence (ex-
cept for the probability of zero switches occurring,
which is not recorded by the 5400A Analyzer because
channel 0 does not record counts), Notice, for ex-
ample, that the function in Eq. 41 is always symmet-
rical for any value of t chances for a switch to
occur. Figures 29D-1 verify this theoretical
observation,

Figures 29J-M show plots of probability density func-
tions of the time required (or trials necessary) for
n, switches to occur for various values of n,, using
the measuring system shown in29B. Here the synch-
ronization of the time pulses with the event pulses is
dramatically evident, for the probability density func-
tions are discrete because of this correlation. Ap-
pendix I gives a calculation of the probability density
function of t seconds (or of t'=rt trials where r
is the rate of the clock of the noise generator)occur-
ring during which time n, switches take place when
the beginning of the counting period of the t seconds
is synchronized with the switches as it is in this
example.

1 A
p (m,t) = @) (4) 8(t'-K)
P e K
=@ () 6t-%) (42)
where
K=n0, no+1, no+2, ;

Theappendix gives a definitionof &(t). Comparing this
equation with the plots in Figures 29J-M indicates a
close correspondence, For example, in 29K, zero
counts occur in all but channels 10, 15, 20, 25, ...,
indicating time intervals (200 ys, 220 us), (300 us,
320 us), (400 us, 420 us), and so on, respectively, since




a SAMPLE TIME/RATE setting of 20 us per channel
was used; these time intervals of non-zero probability
agree with the theoretical value given in Eq. 42 for
ng = 2 and r = 10 kHz, which has non-zero probability
at t =200 us, 300 us, 400 s, and so on.

13.

In conjunction with a zero crossing detector, the 5400A
Analyzer can be used to measure the probability den-
sity functions that n zero crossings will occur in a
fixed periodof time ty or that t secondswill elapse
during the occurrence of ny zero crossings, using
oneof the measuring systems shown in Figures 17-19.
Using the Gaussian output of the HP 3722A Noise Gen-
erator as a function whose positive zero crossings
were of interest, a measuring system identical tothat

Distribution of Zero Crossings.

shown in Figure 29 was used to determine p,(n, ty),
except that signal a in this figure was a Gaussian
rather than binary random signal.

Figure 30 shows plots of the probability density func-
tions with different parameters of t. andof sequence
length of the noise generator's output. If the noise
from the generator was purely Gaussian, white noise,
the functions shown in the Figure would be Poisson-
distributed. They are obviously not; for example,
the probability density functions decay to zero for
much smaller values of n than does the Poisson prob-
ability density function. This is due to the bandwidth
limitation onthe output noise from the noise generator.
Thus, this measuring system is capable of indicating
band limiting of apparently Gaussian noise,

Figure 28
A THRESHOLD ADJUST —$
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DE*@E%R #|  AMPLIFIER o= COUNTER = THRESHOLD INDICATOR
B
SAMPLE TIME /RATE
INPUT
st »  AMPLIFER
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is open TRIGGER
& Measured when switch INPUT
Is closed !
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MULTISCALE
PULSE INPUT
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L 4 r
{ = 3usec delgy ckt)
MULTICHANNEL
Preset time = 1 sec or QL‘A%:%%F;
1 sec rg it EXT CLOCK 15 =| 1o sec |o—
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- _IULIL INPUT s%?‘LE%R GATE OUTPUT
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- TRIGGER
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Digital photon detector system.
A. System diagram,
B. Useof 5400A Analyzer to measure exceedance
probability distributions directly.
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Figure 29

A @ B @
PLfLE wose B — H -
NOISE ZERO CROSSING .| zero crossim
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SCALER TIMER MULTICHANNEL ANALYZER

The remainder of the circuit is
identical to fig IBA

MULTICHANNEL ANALYZER
The remainder of the circuit is

identical to fig I9A
The remaining signals are identical to those in fig 188
when p(n.dg) is measured or to those in fig 198
when P, ngut) is measared.

l- E-
F- i- H-
- J!

Time statistics of switches in binary output sig- A. System for measuring py(n,t
nal of 3722A Noise Generator. Figures 29D-1

o). B. System
for measuring pg(ny,t). C. Signal time chart.
show pp(n, ty) of number of switches that occur D. t, = 200 us, rt, =2 trials. E. t, =400 us,
in to seconds or rt, trials as measured by sys- rt, = 4 trials, F. t, =500 us, rty, = 5 trials.
tem of 29A; r =1/(100 us) in all cases. In 29D- G. to = 600 ps, rty = 6 trials. H. t,=1 ms,
H a true noise source (infinite sequence length) rto = 10 trials. I tg = 600 us, rty = 6 trials,

was used. Figures29J-M show py(n,, t) of time
elapsed during occurrence of n, switches in
random binary output of 3722A, as measured
by system of 29B; r =1/(100 us); horizontal
scale is 20 us per channel per dot, so there
are 5 dots per trial.

Sequence length of the binary output of the 3722A
Noise Generator was set at 5 random digits per
sequence. Note difference between this function
and that in 20G. J. ny = 1. Nonzero probabil-
ities occur at channels 5, 10, 15, ---, or at
trials 1 (= ny), 2, 3, ---.
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Figure 29 (cont'd)

K. n,=2. Nonzero probabilities L.
occur at channels 10, 15, 20,
---, or at trials 2 (= ny), 3,

4, ---,

n, = 3. Nonzero probabilities
occur at channels 15, 20, 25, 30,
---, or at trials 3(=ny), 4,5, ---,

M. n_= 4. Nonzero probabilit
occur at channels 20, 25, 30,
---, or at trials 4 (= ny), 5,

6, ——-.

Figure 30

Probability density functions Py (n, t,) of num-
ber of zero crossings from Gaussian output

of 3722A Noise Generator.

A. In upper trace,to=100us,;t=33,300 zero
crossings per second, and noise bandwidth
was set at 50 kHz. In lower trace, s
1000 us, 4 = 3,520 zero crossings per sec-
ond, and noise bandwidth was set at 5 kHz.
In both cases, true noise (infinite sequence
length) was used.

B. In both traces t, = 100 us, 4 = 33,300 zero
crossings per second, and noise bandwidth
was set at 50 kHz. In upper trace, sequence
length was infinite (true noise was used as
a source); in lower trace, psuedonoise with
a sequence length of 12 random digits was
used.

C. PULSE HEIGHT ANALYSIS (PHA) MODE

Pulse height analysis (PHA) is the third mode of op-
eration that provides statistical analysis of signals.
The most common and familiar application. for the
5400A Analyzer operating in the PHA mode is in nu-
clear work, but there are some other potentially
important uses for this mode.

1. Nuclear Applications.

The HP 5400A Multichannel Analyzer was built pri-
marily to satisfy a growing market related to nuclear
spectrometry, specifically to meet a need for a meas-
ure of the relative frequency of occurrence of nuclear
emissions of different energy levels in an unknown
source. The 5400A makes this measurement by plot-
ting the distribution of pulse heights from a nuclear

detector and therefore of the energy of particle emis-
sions from nuclear sources. Since this application is
described in detail in other notes and manuals, it will
not be discussed further here.

2. Distribution of Rises and Maxima of a Voltage
Waveiorm,

M. Joselevich and G. L. Hedin (Ref. 2) point out that
it is often valuable to obtain data on the rises and
positive maxima of random processes to be used in
communications systems, for damage predictions on
randomly excited mechanical systems and others.
They describe a measurement system that will pro-
vide exceedance distributions of positive maxima and
of rises (the voltage difference between a minimum
and a maximum) of a voltage waveform. Figure 31
shows a block diagram of the instrument and the rele-
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Figure 31

System for measuring exceedance distribution
of rises and maxima of voltage waveforms,
A. System diagram.

Y

L

I

- 0o
— Yy e AMPLIFIER GATE INTEGRATOR e
VOLTMET o COUNTER
INPUT
SIGNAL
POWER DIFFEREN- Fl LOW-PASS TOTAL
AMPLIFIER +° TIATOR MPLFER Y I FRETEN o FILTER . [C & counTer
- RECTIFIER POSITIVE
AMPLIFIER GATE MAXIMA
- SAMPLER o K et L
B [ | [ I
\../ e L
(1] -y
‘ | - s [ COUNTING
‘ | 0 A =
1
(2] oo L_r______mc_gumms
T\_} \ LEVEL
T TR =
L1
! ! 5
/ |
v 1
\

B. Signals: (1) random; (2) differentiated; (3)
rectification of (2); (4) gate pulses; (5) rise
pulses; (6) positive maxima pulses.
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vant signals. By setting the threshold voltage of the
counters at, say, VT, the counters will count the num-
ber of pulses in a giventime period representing rises
or positive maxima that exceed voltage V. Thus by
incrementing manually the threshold voltage level Vr,
an exceedance probability distribution (the probability
that the pulse will exceed V7 volts) as a function of
V7 can eventually be measured.

If the frequencies in the waveform are high enough
that the time to peak of the pulses representing rises
and positive maxima in Figure 31,(signals 5 and 6) is
less than 12. 8 us, the 5400A Analyzer can be substi-
tuted for the counters in the system, signals 5 and 6
can be fed intothe ADC inputof the analyzer (which is
operating in the PHA mode) and a probability density
function of the rises or of the positive maxima will
be plotted. (The probability density function of the
positive maxima could be plotted in one half of the
memory and that of the rises in the other half.) The
advantages of using the 5400A in this application are
not only that it is far faster and easier to use thanthe
manual procedure of incrementing threshold voltage
levels, but also that the probability density function
often provides information in a more convenient form
than does the exceedance probability distribution. An
exceedance probability distribution, defined as

BV = ) " p ) dx (43)
T

where p(x) is the probability density function,is a
"smoothing' operation on the probability density func-
tion; thus some of the shape of the latter might be ob-
scured by its exceedance distribution. Moreover, it
is often desirable to measure directly the probability
that a maximum of a specified height will occur--such
ameasure isdirectly performed by the 5400A analyzer
but is perhaps difficult to deduce from an exceedance
distribution.

3. Shot Noise Height Distributions

In the discussion above on the distribution of events
with respect totime, it was pointed out that probability
density functions of the rate of occurrence of shot
noise pulses or of the time interval between pulses
could be measured by the 5400A operating in the MCS
mode. Operating in the PHA mode the 5400A can also
measure the probability density function of the height
of the shot noise pulses by simply feeding the pulses
into the ADC input of the analyzer and setting the mode
of operation switch on PHA. If the time to peakof the
pulses is longer than 12.8 us, perhaps differentiation
and amplification by the HP 5582A Linear Amplifier
will be necessary. Thus both amplitude and time in-
formation about shot noise canbe measured using the
5400A Analyzer.

4, Jitter on Pulses

The deviation of the height of pulses from apulse gen-
erator, for example, can be measured with the 5400A
Analyzer operating in the PHA mode. The probability
density function of the pulse heights will indicate the
mean of the pulse height, the maximum excursions

from the mean, and the percent of pulses whose heights
deviate from the mean or from the most probable
pulse height.

Figure 32 shows an example of such a measurement.
The upper picture is the display on the 5400A after it
had analyzed the pulse heights from a Milli-Mike
Model 751 Pulse Generator. The vertical scale is
5000 counts per division. The bottom picture is of
the same probability density function except with the
display magnified to 20 counts per division with the
use of a special cable from the memory to the display
that increases the resolution by a factor of 10. Be-
tween the two displays and the settings on the 5400A,
much information about the amplitude characteristics
of the pulser can be obtained. The marker on the far
right in the figure is channel 869. Therefore the most
probable pulse height corresponds to channel 870 and
lies in the voltage range from 1.25(870/1024) = 1.044
volts to 1.25(871/1024) = 1. 0452 volts, since the in-
put range of the ADC was set at 1. 25 volts full scale
and the output range at 1024 channels. Notice that
resolution of voltage measurements is 1.2 mV. From
the lower picture, the maximum excursions from this

Figure 32

Probability density function of pulse heights
from a Model 751 Pulse Generator. B hasa
vertical scale of 20 counts per division and is
an expanded view of A (whose vertical scale is
500 counts per division).
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most probable voltage level are one channel or 1.2 mV
in the negative directionand seven channelsor 8.4 mV
in the positive direction. The total deviation of the
pulse heights during the 10 seconds of operation, dur-
ing which about 25,000 pulses were analyzed, was
nine channels or 10.8 mV. Of the total of 25,000
pulses that occurred during operation, 21, 050 pulses
or 84% fell within the voltage amplitude range of 1.044
to 1. 0452 volts corresponding to channel 870,

Thus a good analysis of the stability of the pulse heights
from the pulser was obtained in 10 seconds of operat-
ing time. Similar measurements could be made inthe
study of noise introduced by a transmission system
on pulse heights.

5. Pulse Amplitude Modulated Signals

In the PHA mode the 5400A Analyzer can be used to
measure the probability density function of the modu-
lating signal of a pulse code modulated signal. Thus
if a series of pulses is modulated by a sine wave the
5400A will provide a plot of the probability density
function of a sinusoidal waveform., (An example of

40

such a waveform is shown in Figure 1). Such meas-
urements could be used to analyze any distortion or
noise introduced by the modulation process or by a
transmission network, since the probability density
function of a signal is very sensitive to some kinds of
distortion and noise. For a detailed discussion of
noise anddistortion measurements derived from prob-
ability density functions see the sections on distortion
and noise measurements when using the SVA mode to
perform statistical measurements.

This capability of the HP 5400A Multichannel Analyzer
to provide a variety of statistical measurements on
many different forms of signals is a valuable contri-
bution to the field of measurement. Probability and
statistical studies have to date been primarily the work
of the theoretician, since statistical instrumentation
has been slow in coming. Theoreticians have recently
been discovering the value of statistical analysis in
understanding and solving problems that would other-
wise be impossible to deal with; now the 5400A Ana-
lyzer can provide the experimenter with some of this
same capability to solve otherwise impossible meas-
urement problems,




SECTION Il
TIME WAVEFORM MEASUREMENTS

Not only can the HP 5400A Multichannel Analyzer be
used for statistical analysis of signals (primarily by
plotting probability density functions), but the 5400A
also can graph waveforms as a function of time if the
waveforms are digitized. This capability is made
possible by the MCS mode of operation, in which the
channels in the digital processor of the 5400A are
successively addressed and incremented by counts
coming into the MULTISCALE input of the analyzer.
In this mode of operation the channels, if addressed
at a constant rate, represent time on the horizontal
axis of the display, and the number of counts in the
channels represents the functionof time on the verti-
cal axis. Thus the 5400A can play the roleof anoscil-
loscope under certain conditions and has the additional
feature of storing the waveform in digital form.

There are two general conditions: (1) the time data
to be stored and plotted by the analyzer must be in
digital form ( the H06-5400A can be used to
digitize a voltage waveform, as discussed below),
since discrete pulses are required to augment the
counts in the channels; and (2) only one sweep can be
made across the channels or a synchronizing pulse
must be available sothat the digital processor istrig-
gered to begin each sweepof the channels at the same
point of the waveform's period.

A. WAVEFORM DIGITIZING
The H06-5400A, a modification of the 5400A, can

provide a digital plot of an analog voltage waveform
versus time. With this modification the input wave-

formis sampled by the ADC operating in its SVA mode.

Meanwhile, the memory unit of the analyzer is oper-
ating in the MCS mode. An external synchronizing
signal is required into the analyzer's SWEEP TRIG-
GER input to allow coherent sampling of waveform
data if more thanone sweepof the memory is required
(or else the HO6- 5400A must provide a synchronizing
output to the device being sampled). When the ADC
samples the input voltage waveform, a gate output from
the ADC is obtained whose time duration is propor-
tional to the voltage amplitude of the waveform sam-
pled. This gate output is then routed into the memory
and used to gate a 10 MHz signal into the memory unit
acting as a multichannel scaler.

When an input voltage waveform is sampled at the
beginning of an experiment the analyzer is ready to
count data pulses in channel 1 (as though it were a
scaler). The number of pulses from the 10 MHz
clock accumulated inchannel 1, or memory location 1,
is proportional tothe lengthof the gate received from
the ADC. Thus if the sampled input voltage ampli-
tude caused a gate output from the ADC that was 5 us
long, the number of pulses from the 10 MHz clock ac-
cumulated in memory location 1 would be 50 counts.
At the end of the sample time (set on the SAMPLE

TIME/RATE control) the memory advances to mem-
ory location 2 or channel number 2. The input volt-
age waveform is sampled again and the gate length,
which is again proportional to the amplitude of the
voltage waveform sampled, is routed to the memory
to gate the 10 MHz signal. This process is repeated
all the way down through memory location 1023, which
is the full address capability of the memory in the
5400A. The analyzer then awaits a synchronizing
pulse into its SWEEP TRIGGER input. At this time
it will again sample the voltage waveform and incre-
ment proportionally the count in channel 1, and so on
until the analyzer is stopped. Figure 33A graphically
demonstrates the digitizing of the data by the H06-
5400A.

This mode of operation of the H06-5400A is somewhat
similar to the summation mode of operation of the
HP 5480A Signal Analyzer which is specifically de-
signed to operate as a signal averager., Figure 33B
shows a digitized sine wave that was stored in the
memory of the H06-5400A. The horizontal scale cali-
bration is 100 us per dot (each dot corresponds to the
data contents of a memory location or channel). Thus
the waveform digitized in Fig. 33B is 770 Hz (period of
1.3 ms). The sine wave digitized here by the H06-5400A
was non-noisy data. However, the signal-to-noise
ratio of noisy waveforms may be improved by repeated
averaging, as discussed below.

B. SIGNAL AVERAGING
1. Signal-to-Noise Enhancement of Time Waveforms .

In Figure 34A we have a picture of a 490 MHz wave=-
form on the Model 140 Sampling Oscilloscope derived
from the 3200B Oscillator. Inserting Gaussian noise
to modulate the 490 MHz signal, we get on the oscillo-
scope the waveform shown in 34B. This waveform,
when sampled coherently with the H06-5400A Analyzer,
gives a cleaned-up waveform, as shown in 34C. The
latter figure is 100 averages of the noisy waveform
seen in 34B. This averaging improves signal-to-noise
ratio by a factor of the square root of the number of
times sampled; in this case, the signal-to-noise im-
provement is a factor of 10,

2, Signal-to-Noise Enhancement of Output of
HP Spectrum Analyzer

Figure 35A shows the output of a spectrum analyzer
tuned to the FM band with maximum IF gain and zero
attenuation at the front end. Note that the responses
are very clear and are protruding enough from the
noise of the baseline to allow analysis of the data.
Figure 35B shows the same band with 10 dB attenua-
tion and 35C shows the band with 20 dB attenuation.
With 10 dB attenuation, several of the responses have
already dropped below the noise level and are no longer
discernible. Note the data in the upper trace of 35D;
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1000 averages of the analog data (Y-axis output) from
the spectrum analyzer clearly restore the frequency
data from the baseline noise. With 20 dB attenuation
as shown in 35C all responses are obscured by the
baseline noise. The lower trace in 35D shows 1000
averages of these data; all responses except one are
clearly pulled out of the noise. The single response
which was not restored was rather low level to begin
with and probably was below the sensitivity of the de-
tector in the spectrum analyzer. Empirically, then,

Figure 33
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we can say that the signal-to-noise enhancement of
spectrum analyzer data is at least 20 dB, from the
data shown here.

The undershoot present in the averaged waveforms
taken from the spectrum analyzer is due to the ac
coupled inverting amplifier used on the 0 to -4 volt
output from the spectrum analyzer.

The connections for using the H06-5400A (signal aver-
ager version) to enhance data collected on the spec-

Figure 34

A. 490 MHz signal on 140A Sample Oscilloscope.
B, 490 Mhz with Gaussian noise on Sample
Oscilloscope.

490 MHz signal of B, averaged 100 times.
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trum analyzer are as follows, The sweep output from
the 5400A is used to drive the external sweep of the
spectrum analyzer. This is necessaryto synchronize
the spectrum analyzer sweeps to the memory of the
5400A. The IF output from the spectrum analyzer is
then sampled by the H06-5400A. Thus the coordinates
of the 5400A data taken from the spectrum analyzer
are the same as those of the spectrum analyzer, i.e.,
frequency on the horizontal axis and intensity of re-
sponse on the vertical axis.

C. PULSE RATE AND FREQUENCY

Operating in the MCS mode the 5400A can provide a
plot of rate versus time of pulses from a source by
simply feeding the pulses into the MULTISCALE in-
put of the memory unit of the 54004, setting the ac-
cumulate mode switch on MCS, setting the SAMPLE
TIME/RATE switch at a convenient setting (depending
on the frequency of the incoming pulses and the rate
at which this frequency is changing with respect to
time), setting the PRESET SWEEPS switch on 1 un-
less a synchronizing signal is available, and observ-
ing the display on the oscilloscope of the 5400A or on
some other readout device, such as a printer or an
X-Y recorder.

The 5400A in this mode of operation begins by addres-
sing channel 1 for the time fixed by the SAMPLE
TIME/RATE control, adding to the count in channel 1
the number of pulses occurring at the MULTISCALE
input during the time that channel 1 is addressed,
then addressing channel 2 and adding to the count in
channel 2 the number of pulses occurring at the MULTI-
SCALE input during the time that channel 2 is ad-
dressed, and so on until channel 1023 is addressed,
after which time the analyzer is stopped, or a synch-
ronizing pulse occurs at the SWEEP TRIGGER input
and the 5400A againaddresses channel 1 and the cycle
is repeated. (Actually, channel 0 is addressed first,
but its count is not determined by the MULTISCALE
input.) The rate at any time interval (represented
by a memory location or a channel number) is then
calculated to be the number of counts in the corres-
ponding channels divided by the time for which the
channel was addressed. If only one sweep occurred,
that time is that specified on the SAMPLE TIME/
RATE switch; if more than one sweep occurred and
a synchronizing pulse was used, the time interval is
the number of sweeps indicated on the PRESET
SWEEPS control multiplied by the time spent at the
channel per sweep indicated on the SAMPLE TIME/
RATE control. Thus, if five sweeps occurred and
the SAMPLE TIME/RATE control was set at 1 ms,
the total time spent in each channel would be 5 ms,
and if 200 counts were stored in channel 5, the aver-
age rate of the source of the pulses in the time inter-
val from 20 to 25 ms would be 40 kHz, assuming that
a synchronizing pulse triggered the 5400A Analyzer
Sweep Trigger at time zero of the frequency waveform
of the pulser.

Figure 36 shows the waveform of the rate of the pulses
from an HP 214A Pulse Generator whenthe repetition
rate of the pulse was varied manually during the sweep
of the 5400A Analyzer. One sweep occurred; the
SAMPLE TIME/RATE control was set at 10 ms per

Figure 35

FM band on HP 851A/8551A Spectrum
Analyzer.

Same as A but with 10 dB attenuation.
Same as A but with 20 dB attenuation,

Upper trace, 1000 averages of waveform
in B; lower trace, 1000 averages of wave-
form in C accumulated by H06-5400A.
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channel; the pulser was varied between approximately
1000 and 12, 000 pulses per second, and the vertical
scale of the 5400A Oscilloscope was 50counts per
division. Thus the 5400A "'demodulated” the signal
that varied the rate of the pulser (the "signal" being
the turning of the vernier knob of the rate control
switch of the 214A Pulse Generator).

Figure 36

5400A Analyzer record of time variation of
pulse rate of 214A Pulse Generator due to man-
ually varying the vernier knob of pulse rate con-
trol. Horizontal scale 10 ms per channel, 1024
channels. full scale; vertical scale 5000 counts
per division.

Figure 37 shows the output of the 5400A operating in
the MCS mode when the input pulses were from the
214A Pulse Generator, whose rate was set near 10
kHz but was not adjusted during the operation of the
analyzer. The SAMPLE TIME/RATE control was set
at 1 second per channel during the accumulation of

data, and one sweepof the digital processor was taken.

Thus the counts in the channel are direct measures of
the average (over one second) rate of pulses per sec-
ond coming from the pulse generator, and the display
shows how this average rate varied with time during
the 1000 seconds of operation. Looking at the lower
picture, the maximum average rate was 9826 pulses
per second, sincethe maximum number of counts (read
by a printer for accuracy)was 9826 and the minimum
average rate was 9820 pulses per second; thus the
maximum deviation of average pulse rate during the
1000 seconds of operation was 6 pulses per second or
about (6/10, 000) 100% = 100% = 0. 06% of the average
pulse rate. This measurement isa valuable indication
of the residual frequency modulation in the HP 214A
Pulse Generator.

If the signal whose frequency variation with time is of
interest is not from a pulser but, say, from a sine
wave generator, measurements identical to that de-
scribed above for the pulser can be made if a zero
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Figure 37

Time variation of pulse rate from 214A Pulse
Generator. Horizontal scale 1 second per chan-
nel, 1024 channels full scale.

A. Vertical scale 2000 counts per division.

B. Figure 37A expanded to 20 counts per
division.

crossing detector, maxima detector, or some other
device is available that yields pulses at a rate pro-
portional to the frequency of the waveform. The HP
5583A Single Channel Analyzer is an example of ade-
vice that will yield pulses when the incoming wave-
form (if high enough in frequency) passes through a
voltage level set by the discriminator; if this voltage
level is near zero or if there is no amplitude modu-
lation on the signal, the pulse rate at the output of the
5583A is equal to the frequency of the input waveform
to the 5583A. These pulses can then be fed into the
MULTISCALE input of the 5400A and a plot of the
frequency of the waveform versus time, that is, FM
demodulation, is.achieved.

Figure 38 shows a plot of frequency versus time of a
sinusoidal waveform from the HP 3300A Function
Generator which was swept by the 3304A Sweep/Off-
set plug-in, The output of the 3300A was input to the
5583A Analyzer whose discriminator was set at 0. 10
volt. The output of the single channel analyzer (Dis-
criminator B), which consisted of voltage pulses oc-
curring at the frequency of the sine wave output of the




3300A,was fed into the MULTISCALE input of the
5400A. One sweep of the memory unit of the 5400A
was taken at 10 ms per channel. Thefrequency sweep
rate of the 3304A plug-in tothe function generator was
set at about 0.1 Hz and the range of frequencies swept
was approximately 10 kHz to 100 kHz., From such a
plot, such measurements as minimum and maximum
frequencies and the rate of the frequency sweep are
possible. The latter is measured by determining the
number of channels that occurred betweenthe start of
a sweep and the end of the frequency sweep--900 chan-
nels in this case--and then dividing this number into
the rate at which the channels were addressed --
(1/10 ms)/800 = 0.11 Hz in this case,

Figure 39B is the 5400A's plot of frequency versus
time of the waveform from an HP 3300A Function Gen-
erator, this time using the 3305A Sweep Plug-In. Al-
so, a synchronizing signal was used to trigger the
sweep of the 5400A Memory Unit so that more than
one sweep could be made. In this case, 100 sweeps
of the digital processor were made (since the PRE-
SET SWEEP control on the 5400A was set at 100).
Figure 39A is a block diagram of the measuring sys-
tem used.

It should be noted that this ability of the 5400A to plot
time waveforms is a sampling technique and thus is

Figure 38

Plot by the 5400A of frequency versus time of
line wave from 3304A Sweep Plug-in to 3300A
Generator. Horizontal scale 10 ms per chan-
nel, 1024 channels full scale; vertical scale
200 counts per division.

Figure 39

A Pulse occurs at negative slope
of plug-in output waveform
. o mse | L1
—= B e
G HP 21
Lo OUTPUT
- SLOPE(-) SWEER
PLUG-IN TRIGGER
OUT-PUT ¥ INPUT
F
GEUNNECRTA"?gR MULTICHANNEL
HP 3300A with ANALYZER
3305A PLUG-IN HP 5400A
A Puise occurs when positive 3
?v%l\;‘EmE slope of squore wave occurs MUL‘I_'rISCALE
INPU
L i) |—|_]_ sivoLecHanver | _I[]
- ANALYZER
INPUT HP 5583A QUTPUT

DUAL INTEGRAL

Synchronizing frequency waveform to address
scaler of 5400A Analyzer.

A. Circuit diagram.

B. Plotof frequencyversus time; 100 memory
sweeps occurred. Vertical scale 2000
counts per division; horizontal scale 10 ms
per channel, 1024 channels full scale.
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subject tolimitations on the sampling rate as compared
to the frequencies in the signal being sampled, The
Nyquist sampling rate (the rate under which error-
free digitizing is impossible) is twice the highest fre-
quency in the sampled signal. For most purposes it
is desirable to have a sampling rate--in our case the
rate at which the channels of the 5400A Analyzer are
addressed--much greater than the frequencies in the
signal. Thus, when digitizing voltage waveforms
with the HO06-5400A or when plotting rate of pulses
versus time (frequency demodulating pulses), the
SAMPLE TIME/RATE control should be set at atime
period long compared to the rate of change of the volt-
age or frequency waveform. The most convenient
sample time is often easy to find by making several
trial measurements with different SAMPLE TIME/
RATE settings, as was done in the preceding examples.

D. PULSE OR WAVEFORM PERIOD
VARIATIONS WITH TIME

Using the external SAMPLE TIME/RATE input of the
5400A, plots can be made of a function that is vary-
ing with time as a function of some other variable by
feeding this other variable, represented by a series
of voltage pulses, into the external SAMPLE TIME/
RATE input of the memory unitof the 5400A Analyzer.
In other words, one series of events can be plotted as
a function of another series of events; for example,
if the dependence of the rate of one source of pulses
on the period between the pulses from another source
were desired, the latter pulses would be fed into the
SAMPLE TIME/RATE input of the 5400A while the
other source would be fed into the MULTISCALE input.
The 5400A would be operating in the MCS mode, the
PRESET SWEEPS control would be set at 1 (unless a
synchronizing pulse were available), and the SAMPLE
TIME/RATE switch would be set on EXT. The dis-
play on the 5400A at the end of the sweep, then, would
represent successive periods between pulses from the
"independent' source on the horizontal axis, indicated
by channel numbers, and the number of pulsesfromthe
"dependent’’ sourcethatoccurred ineachof these suc-
cessive periods on the vertical axis, indicated by the
count in the channels, The periodof the ""independent'
source simply replaces time as the independent vari-
able plotted on the horizontal axis. (Note that the
period of the pulses fed into the SAMPLE TIME/RATE
input must at all times be greater than the period of
the pulses fed into the MULTISCALE input, since
fewer than zero counts cannot be stored in the channel.)

An example of this mode of operation is the measure-
ment of variation in the period of a waveform. If
pulses occurring at the same point of the period of a
waveform arefed intothe SAMPLE TIME/RATE input
of the 5400A Analyzer, the SAMPLE TIME/RATE
switch is turned to EXT position, and the ACCUMU-
LATION mode control is set on TEST position, the
digital processor will address each channel during the
time between pulses from the unknown source. Thus
the display on the 5400A Oscilloscope, after one sweep
of accumulation of datatakes place, will be the number
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of counts from the internal 1 MHz clock thatoccurred
during the nth period from the source, where n is
represented by memory locations and can vary from 1
to 1023. Since the rate of the 1 MHz clock is constant
with time, this display represents the time duration
of the 1st, 2nd, ..., and 1023rd period of the wave-
form from the time operation began, and thus indi-
cates how the period of the waveform is varying.

Figure 40 shows the results of such a measurement
taken on pulses from an HP 214A Pulse Generator
which were fed into the SAMPLE TIME/RATE input
of the 5400A., The pulse generator was set near 10 Hz
and left unadjusted during the experiment, which was
performed about 30 seconds after the pulser was
turned on. Since the rate of the pulser was set near
10 Hz, each channel of the 5400A was addressed for
approximately 0.1 second; thus one sweep of the chan-
nels took about 100 seconds. The vertical scale in
Figure 40 is 200 counts per division (many foldovers
have obviously taken place). From this plot the varia-
tion of the pulse period over a 100-second operating
time with respect to successive periods can be ob-
served and such measurements as minimum and maxi-
mum periods, maximum deviation of period, and the
general variation of the period with respect to time
can easily be made., In this case, the maximum
period, occurring near the beginning of the experi-
ment, was 116,404 counts divided by 1 MHz or 0.116404
second, and the minimum period occurring near the
end of the experiment, was 116,052 counts divided by
1 MHz, or 0.116052 second. Thus the deviation of the
period during the experiment was 0.116404 - 0.116052
second, or 352 us, which is about 0.315% period
deviation.

The general tendency of the period during the 100-
second experiment is to decrease with time. This
may be a warmup phenomena of the Pulse Generator.
Besides this relatively slow variation of the period,

Figure 40

5400A Analyzer record of variation of period
between pulses from 214A Pulse Generator.
Each channel on horizontal scale represents a
period; vertical scale 200 counts per division.
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there appears to be a somewhat random variation of
about 200 counts, or 200 ys in the period, from chan-
nel to channel, indicating random noise in the system
affecting the period of the pulses.

Note that, unlike the rate versus time measurements
described in the preceding example, this last example
measures a discrete function, since the numbers of
periods are discrete. That is, an exact measurement
is made of the time duration of the nth period of the
waveform from the beginning of the operation, where
n is an integer from 1 to 1023; the measurements de-
scribed in the preceding section, however, were in
effect averages of the frequency of the waveform,

where the averages were taken over the time set on
the SAMPLE TIME/RATE control anddiscrete mem-
ory locations represented the continuous variable of
time.

The ability of the 5400A Analyzer to perform both of
these kinds of measurements should prove invaluable
to the experimenter, for he can measure the "instant-
aneous frequency of relatively slowly varying wave-
forms with the method described in this section, or
he can measure how the average frequency (and there-
fore period) of a relatively highfrequency waveform is
varying over time, using the method described in the
preceding section.

SECTION IV

CONCLUSION

The HP 5400A Multichannel Analyzer is a very versa-
tile instrument. Not only is it capable of making a
variety of statistical measurements on many different
forms of signals, but it can also be used to store and
plot deterministic signals as a function of time or as
a function of some other independent variable.

Perhaps the 5400A Analyzer's most important contri-
bution to the art and technique of measurement is its
ability to provide statistical information about signals.
Statistical analysis is a new and growing tool for sci-
entists and engineers and has been thus far confined
totheoretical rather than experimental analysis. Few

people working with probability theory, information

theory, and related statistical fields have seen aprob-
ability density function actually plotted by an instru-
ment. The lack of statistical instrumentation has
hampered these researchers by confining them to
theory. This application note is an attempt to point
out some of the potential of the HP 5400A Multi-
channel Analyzer to bridge this gap between theory
and experimentation. The note is, of course, only
a beginning discussion; as experience is gained with
the 5400A in a variety of electronic applications, a
much broader statement of its potential should be

possible.
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APPENDIX |
PROBABILITY THEORY AND DENSITY FUNCTIONS

Since the HP 5400A Multichannel Analyzer is basical-
ly a statistical analyzer, it is helpful to have some
understanding of probability and statistics so that the
discussion of measurements made by the 5400A may
be more meaningful. This appendix provides some
relevant definitions, an important theorem for calcu-
lating probability density functions of random vari-
ables, and some examples of probability density func-
tions that have been measured and displayed by the
analyzer.

A. DEFINITIONS

1. Random Variable and Random or
Stochastic Processes

A random variable x can be thought of as anumber as-
signed to the outcome of an experiment where each
possible outcome of the experiment has a specified
probability of occurring and the sum of the probabili-
ties of all possible outcomes of the experiment is equal
to one. If the experiment is performed repeatedly,
eventually all of the possible outcomes, designatedby
the random variable x ({) where { denotes a specific
outcome, will occur, and the relative frequency of oc-
currence of each outcome x ({j) will approximate the
corresponding probability assigned to the outcome.
Thusif the experiment involves tossing a die, the ran-
dom variable could be the set of numbers (1, 2, 3, 4, 5,
6), eachof which has a probability of 1/6 of occurring;
therefore each would occur 1/6 of the time if the ex-
periment were to be repeated enough times,

For our purposes, a random process or stochastic
process will have the same meaning as doesarandom
variable. (Generally a stochastic process refers toa
function of time; that is, the successive time intervals
are thought of as the set of experiments and the func-
tion that is varying with time, say a voltage level, is
taken to be the random variable. )

2. Probability Density Function

The probability density function py(x) of a random
variable x is the set of numbers, greater than zero,
associated with each possible outcome or with each
possible value of the random variable x such that
the sum of these numbers equals 1. Thus

p(x)> 0

and (A1)
fpx(x) dx =1 or Z px(x) =1

over all x

This probability density function of a random variable
x can either be assigned arbitrarily to x so that Eq.
Al holds, or it can be measured by repeating the ex-
periment an infinite number of times and designating
the fraction of times that the outcome x; occurred as
Px (xj), the probability associated with the specific out-
come designated by xj. Sinceprobability almostalways
implies a measure of the chance of getting a specified
outcome, even when probabilities are assigned they
represent the fraction of times the various possible
outcomes are expected to occur if the experiment is
performed an infinite number of times. The 5400A
approximates probability density functions by storing
the outcomes of a finite number of experiments andin-
dicating the relative frequency of occurrence of the
outcomes. The longer the 5400A is in operation, the
more accurate its measurement of a probability density
function becomes.

3. Probability Distribution Function

The probability distribution function Py(x7) of a2 ran-
dom variable x is the probability that the specific val-
ue x (Zi) representing an outcome {j is less than or
equal to a specified value x7 of the random variable;
i.e.,

P_(x,) = Probability {x < x_}= E P, (x)

over X<
p 4 i XT

i i
- .[ px(x)dx (A2)

-

The probability distribution function is a function of
X is monotonic, and lies between 0 and 1:

0s Px(xT) <1

4. Exceedance Probability Distribution

The exceedance probability distribution is one minus
the probability distribution function:

P &) =1-P () = / plx)dx = Z P, (x)

X overx> X,
(A3)

5. Expected Value and Variance of a Random
Variable

The expected value of a random variable xisa meas-
ure of its average value and is defined as
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Elx] = / xp (x)dx =

or

=prx(x) if x is discrete.

over
all x (A4)

The variance of a random variable x is a measure of
its deviation away from its mean and is defined as

Var(x] = f (x-;.t)2 px(x)dx

or

= Z(x-u)z p,(x) if x is discrete.
over
all x (A5)

B. FUNCTION OF A RANDOM VARIABLE

It is often of interest to know the statistics of a ran-
dom variable that is a function of another random var-
iable whose statistical quantities (suchas its probabil -
ity density function) are known. For example, the
height of voltage samples of a waveform mightrepre-
sent the dependent random variable y, and the inde-
pendent random variable x would represent the phase
of the waveform at which sampling took place. (The
experiments would be the repeated sampling of the
waveform.) If the waveform is sampled randomly,
then the probability density function of x is known to
be uniform (every possible value of phase is equally
likely to occur when the waveform is sampled). If
the relationship between y (the voltage waveform)and
x (phase)is known, then the probability density func-
tion of y can be deduced.

Here is the fundamental theorem that shows how to cal -
culate py(y) given px(x) if y = g(x): *

Letxl, Xgyoeer X ,-..be the real roots of the

n
equation
y = glx)
and let
g'(x) = %ﬁx—)
then
P, (x1) P (x)
py(Y)-lml-ﬁ... +Iml+... (A6)

*The theorem and the following proof are found in
Ref. 3, p. 126.
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Clearly the numbers xj,...,Xp,...depend ony. If,
for a certain y, the equation y = g(x) hasno real roots,
then py(y) =@
The proof is as follows. To avoid generalities, as-
sume thatfora given y, the equation y = g(x) hasthree
roots X)s X9, Xg, S in Figure Al. It is evident that
y+dy
Prob. {y <y <y+dy} = ] py(y')dy' zpy(y)dy
¥
(AT)

Therefore, to determine p_ (y) it suffices to find all
values of x such that y

y <gx) <y +dy (A8)
From Figure Al, this inequality is true for
x<x<x1 +dx1, x2+dx2 <x<x2, x3<x<x3+dx3

where

dxy > 0, dx2 <0, d.x3 >0. Hence

Prob. {y<y <y +dy} = Prob. {x1 <x<x, + dx1}

+ Prob. {x2 +dx2 <x <x2] + Prob. {x3<x<x3+dx3}

A9
Figure Al (49)
1]
L 1 X, gy 3
dx, dx, dxy
Plot of y = g(x) and py(x). The solutions of the
equation y = g(x) are x;, X, and X3.
This sum is the shaded area of Figure Al, but
Prob. {xl <X<X 4+ dxl] = px(xl) dx1
Prob. {x2 +dxy <x<x,)) sz(xz) Idle
Prob. {x3 <X <X+ dxa} 5 px(xs) dx3 (A10)




Moreover, since dy = g'(x)dx, Eq. A9 becomes
p (%)

(Y)dy = 1 d+p"(x2) d+px(x3) d
PyY Y_W y m‘ y W y

or

P, (x) P, (%) P, (%g) (A11)
Py = [gTR0T * Tl * Te Ty

which proves the theorem for this case. One can rea-
son similarly for any other form of g(x).

C. EXAMPLES OF PROBABILITY DENSITY
FUNCTIONS

Following are examples of probability density func-
tions of different random variables and of various
functions of random variables; all of these can be
measured with the HP 5400A Multichannel Analyzer.

1. Uniform Probability Density Function

The uniform density is given by (see Figure A2)

1/(2a) for -a<x<a

P, (%)
0 otherwise (A12)

If a periodic waveform is sampled randomly, any par-
ticular phase of the period is as likely to be a sam-
pling point as is any other phase; that is, the proba-
bility density function of the phase angle (a random
variable) at which sampling takes place is uniform
over the period of the waveform:

1
Pg (8) 3 for -w<8 <7

0 otherwise , (A13)

where an entire period of the waveform occurs in the
interval (-m,n). This observation is relevant to the
SVA operating mode of the 5400A.

Figure A2

2. Gaussian Density Function

The Gaussian (or normal) density function is given
by (see Figure A3):

2na?

-(x - w) f (A14)
320-2

P, (x) =

where ¢?is the variance of the random variable x,
defined as

ot=f x-w p(xax (a5)

-

and p is the mean of the random variable, defined as

-

u = [ xp (xax (a4)

This density describes the probability density function
of the amplitude of white, Gaussian noise.

Figure A3

u?

3. Poisson Distribution

The Poisson process describes the random occur-
rence of events in time with the following conditions.
In any given time interval, the probability that an
event will occur is independent of the probability that
an event occured insome other time interval; the prob-
ability that an event will occur in a time interval is
proportional to the length of the time interval; and the
probability that an event will occur at any given in-
stant of time is equal to the probability that an event
will occur at some other instant of time. With these
conditions, the probability density function that n
events will oceur in t, seconds at an average rate of
u events per second is given by (see Figure A4):

n
ut =
pn(n,to) = '(_n%)_ e “to (A15)

Note that n is the random variable, while y and ty are
parameters.

The derivation of this density function (Ref. 7) is as
follows: let the probability that an event will occur in
4T seconds be

p(l,pAT) = pArT (A16)
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where u is a proportionality constant. Since T is
small, we further assume that the probability that
more than one event will occur is negligible; thus for

small AT we obtainthe following approximate relation:

p(0,47) + p(1,47) = 1 (A17)

The probability of no events occurring during a given
interval is given by

p(0, t, + AT) = p(0, t,) p(0, A7) (A18)

This follows from the assumption that the occurrence
of an event in a giventime interval (4r) is independent
of the number of events that occurred in some other
time interval (t;). From Egs. Al16 and A17 we have

p(0,A7) =1 -udT
And Eq. A18 reduces to
p(0, to +47) -p(0, to)

AT
As At —0, this difference equation becomes the differ-

ential equation
d(O,to)
= - up(0,ty)
dto 1 pLo,

= -up(0ty)  (A19)

which has the solution

p(0,t) = e Mo (A20)

with the initial conditions

p(0,0) =lim. p(0,47)=1,
AT—+(0

The last result follows from A7 - 0, Eqs. A16 and AlT,

Thus, the probability of no events occurring in t, sec-
onds is given by g-ut, where u is aproportionality
constant yet to be determined.

But the original problem is todetermine the probabil-
ity of exactly n eventsoccurring during an interval of
length (t +AT). For At small, there must be eitner
one or no events occurring in A-r therefore

p(n,ty +47) = p(n-1, t,) p(1,47) + p(n, t,) p (0,47).
(A21)
Using the results obtained previously for p(1,4r) and
p(0,41), we have
p(l’l, t"O"' AT) o p(n’ tO)

ik up(n, to) = pp(n-1, to)-

AT
(A22)
As AT—+0, we obtain the differential equation
dp(n, to)
T_ + “p(n’ tO) = #P(n' 17 to) . (A23
o

as a recursion equation relating p(n, to) to p(n-1, ty).
Since p(n,0) = 0, the solution to this first-order lin-
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Figure A4

ppln, uty = 3)
0.229 & B
0.2
0.1
_ L b o
0 ) 2 3 4 7 8 "
Poisson probability density function pn(n, to)

ear differential equation is

t
—~ 0
p(n, t,) = pe o f eltt
0

The last equation allows us to determine p(n, ty) from
p(n-1,t,) by the following continuation process. We
take n = 1 to obtain p(1, t,) from Eq. A24:

P(, to) = (uty) e Mo (A25)

p(n-1,t)dt  (A24)

From this result, we determine p(2,t ) and then
p(3,to) and so on. The final general resul? (the prob-
ability that exactly n events will occur during an in-
terval of % seconds) is
(ut )"
-ut
Pyt ==+ o “On=0,1,2---  (A26)

which is the Poisson probability density function.

The constant u is evaluated as the average number of
occurrences during one second (the average rate of
occurrence of the events) as follows. Since the pos-
sible number of events occurring during t, seconds
ranges from zero to infinity, we obtain

Average {n}= Z np(n, to)

o« n
. n(uty)
o ), M,

n=o0

Since then=0 term is zero, we can write

ETR 5 (uto)“'1
Average {n} = ].Lt e Z _rm
(t )
o Z (no = 1+p.t0+(“_t0) PR—— L
)
Hence
Average {n} = ut, (A27T)

Now we simply observe that the average number of

events occurring per second is Averagejn} = U,




Note that -
~ t *
Z p(n, t)) = ) o) o w0t
n!
n=0
e Gt
= o Bt :0 = oy Pt o1
n=0
as expected.

The maximum of this function occurs at n = uty

and n = pt , if ut_ is an integer, whichis seen by the
following calculations. We wish to find the value for
n such that the following equation holds:

p(n, tO) = p(n - 1: tO) =0 (A28)

for at such an n, p(n, 0) will be a maximum (or min-
imum). Then

=1
Gl L et
o e“o-T——ﬂ-,—no eHo =0
implies that
=
(uto)n g

n-177 o S i = 0

or
uto =n
if
()"
=T ok (A29)

Since p(n, 0) = 0, we assume t, >0 and thus Eq. A29
is true. (Note that for Eq. A28 to hold, ut, must be
integral since n is an integer. Hence a mammum
or a minimum occurs at n= uto and at n = utg -1, )

Further calculation shows that p(uty, to) = p(ut -1,t,)
are maxima rather than minima, and hence the modes
of p(n,ty) are uty and uty - 1 if ut_ is an integer. (In
the muc ?1 more frequent case when ut_ is notaninte-
ger, the value for n that minimizes the difference ex-
pression p(n, ty) - p(n-1,t,) is found to lie within the
interval ut - 1<n<ut0, and thus the integer that satis-
fies this inequality is the mode of the Poisson proba-
bility density function.

The 5400A operating inthe multichannel scaling mode
can be used to measure the probability density function
of the number of events that occur in a given time in-
terval.

The reverse question can be asked regarding a Pois-
son process: what is the probability that t seconds
will elapse during the occurrence of a fixed number
(ng) of events? In this case, the random variableis
the continuous variable of time t rather than the dis-
crete variable of number of events. In order to cal-
culate this probability density function of the
random variable t, we observe that Eq. A15 isaprob-

ability density function not only of n, but also of
X = utoz
o

p(n %) = )—;—!—e-x
o

Knowing the probability density function of x, and ob-
serving that
x= pl

x_
or to=t—-ﬁ-g(x)

is a function of the random variable x, the probability
density functionof the random variable t, p(n,t), can
be calculated from Eq. A6:

g'(x) =

Tl

X, = ut
Hence
i
pt(no’ t) = § o px(no, ut)

or

p,(n,, t)-u(“t)° e “Y(see Fig. A5)  (A30)
0

Figure A5

Py (ng, 1)

Probability density function pt(n ,t) of t sec-
onds elapsed during occurrence of n, events
with t the random variable when the events
are Poisson-distributed.

4. Binomial Distribution

The probability that n successes (or events) will occur
in t trials (an event can occur only when atrial occurs)
is given by the binomial probability density function
(see Figure A6):

t
pr (0,8 = Gp"a-pt%n g =it [(ASD
Bn t 2

where p is the probabilit g that a success will occur
during any one trial, and (}) are binomial coefficients
defined as
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Figure A6 Figure A7
Pll(nv‘l): 8) & & Pl'(“Ov')
o2
4 O
ol
—J— & i T T ? * A ' -
o i 2 - T 5 [5 T ] 8 " Ny Ngtl nt3 gkl ngtlo
Binomial probability density function pn(n, tohs Probability density function that t trials occur
where f, is the number of trials; in this case, of which n, were successes or failures, where
to=9and p = 1/2, t is the random variable and when probability
of a success is 1/2.

t £l

() = t-njinl

This density function is derived as follows: n succes-
ses can occur in t trials in (;) number of ways, namely
the number of combinations of t things taken n at a
time. The probability of each way of getting n succes-
ses in t trials is p(1-p)t-1; for example if the first
6 trials were successes and the last 5 trials were
failures, the probability of this happening is p6(1-p)5.
Thus the probability of n successes in t trials is the
sum of the probabilities of all the possible ways in
which n successes in t trials can happen, namely

pin, t) = (£)p™(1-p)t "

which is the binomial probability density function.

An example of a process described by this probability
density function isthe number n of switches from volt-
age level 1 or 0 to 0 or 1 that occur at the t possible
switching times if the probability of a switch occurring
at one of these t times is p. The binomial output of
the HP 3722A Noise Generator is such a process, with
p=1/2, and the text of this note describes how the
5400A Analyzer can measure its probability density
function.

The reverse question can be asked regarding a bino-
mial process: what is the probability that it will take
t trials toobtain ny successes (or events)? This prob-
ability density function of the random variable t, rath-
er than of n, is (see Figure A7):

No

+1 t
(t-p) %, t=n

i Bty oo

th(noy t)= (;o)p
= 0 otherwise (A32)

where p is the probability that a success will occur in
only one trial, and n, is an integer > 0.
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For example, if n, =2 and p = 1/2, the probability
that less than 2trials occurred is zero, the probability
that 2 trials occurred is p(2, 2) = (})°, the probability
that 3 trials occurred is p(2,3) = 3(3)‘, and so on until
the probability that it took an infinite number of trials
for 2 successes to occur is zero.

An heuristic argument as to why Eq. A32 holds is as
follows. From Egq. A31, the probability of obtaining
n successes per t trialsis (} )p?(1-p)t=1; but the prob-
ability of t trials occurring per n successes is the
probability of n successes occurring per t trials
times the average number of trials per success,
which is p, the probability of a success occurring in
one trial; thus,. the probability of t trials per n suc-
cesses is p [(§)pR(1-p)t-N], and Eq. A32 follows.

The sum over all possible number of trials t of this
probability density function should equal 1. To check
this fact, we define q = 1 - p and calculate

- 1t- -- ST o,
e e o T G ap et g
t=0 t=ng

since p(n,, t) for t < n, is zero.

(8]

Substituting K for t - n,, this sum becomes
o1y <K+no>qK
K=0 Mo
But
KE+xn ¥ (Esn-y: _ (K«
( n, °)’ K‘%OJ'_ . ( K °
Hence the sum becomes

x©

ol onhes

prtd Z (K§n°>qK=pn°+ (1-g Y
K=0

®



read from a table of infinite sums., But
n +1] L= n,
(1-g) T+ D) _ glo+ 1) -t 1)

which is the expected result.

Note that if instead of number of trials k the random
variable is taken to be the continuous random variable
of time t, and the number of trials is related by t=k/r,
where r is the number of trials per second, then Eq.
A32 becomes

n
p(ng, = (BE)p" * 11 - )Tt~ Pog(t- ko) Ky 20,0+,

where 4§ (t) is the Dirac delta function defined as

d(t)=0fort# 0

This probability density function was plotted by the
5400A when the sources were the binomial output of
the HP 3722A Noise Generator.

The remaining examples are probability density func-
tions of random variables that are functions of another
random variable with aknown probability distribution.

5. Linear (Triangular or Sawtooth)

If y=g(x)=ax+ Db, then solving for x gives the
the solution:

g'(x) = a.
Thus, from Eq. A6
oy WP .
py(y) oI (A33)
I y, for example, is a triangular waveform which is
sampled randomly, then the random variable x can be

taken to be the phase at which the waveform is sam-
pled, and the probability density functionof x becomes

1
P (X) = pg(6) = g—, -w<@<7 (A34)
= 0 otherwise

I y is as shown in Figure A8 then the equation for y
as a function of phase is

=[—n71§—] 6+1for -m<8< 0

=-[?172-]0+1f0r050577 (A35)

Thus the roots of this equation are

g(e) =y

and

lg'(6 1 = = |g'(62)|

Figure A8

(A) gl@)=y:=TRIANGLE 4 y
WAVE
I
1/2
o =
Py (y)
=
(8) by = SIN(@ ~@) by
oo
Y
-TT o T Py (y)
(] y= SQUARE by
WAVE R
) . - B
-1 o ™ Py (y)
—_—
P, (©)
=] o wooe

Relation between Pg (8), g(6)=y and p (y) when
y is a triangle wave (a),yisa sinusoYdal wave
(b) and y is a square waveform (c).

Thus the probability density function of y is
- 1 1
By = Tga )T P6'%1) *TgTay P (%)

= 1/(577) 3. 1/(27‘.) for -m<6<

e 7 or for -1<y<1,

= 0 otherwise

or
py(y)=1/2for-1< y< 1

= 0 otherwise

as shown in Figure AS8.

6. Sinusoidal Waveform

Lety = sin(6 + ¢ ) where ¢ is a constant phase angle
and y is a function of the random variable 6 ,which
has a uniform probability density function
1
p0)= Tz ,-m<b<T (A37)
= 0 otherwise

Then the probability density function of y can be cal-
culated from Eq. A6 as follows. The roots of the
equation

y=sin(6+¢ ) (A38)
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are
6, =arcsiny-¢,i=-1,0, 1, ...
But in the interval of possible 8, there are only two
roots:
4. = 6, = arc sin % - ¢ (see Figure A8) (A39)

o
Moreover
g'(00)=g% =acos(00+¢)
6= 90
=a 11 -sin’{60+¢} =a 1= [y/a)=1az-y?,
(A40)
and

g'(el) = a cos (91+¢) =ay'1-sin? i01+¢5
=ayl-(y/a) = /a?-y? (A41)
since
sin’(00+¢) = sin’(01+¢) = sin’ [arc sin %]= (%")2

Plugging Eqs. A40 and A41 into Eq. A6 yields

o 1 ' 1
O = t e

=ﬂa’}—y*]_'/’ for -m<é<7 orfor -a<y<a
= 0 otherwise. (A42)

as shown in Figure A8B.

This probability density function can be plotted by the
5400A Analyzer.

It is important to note that the probability density func-
tion of y = sin (6+ ¢) is independent of ¢. Thus the
probability density function of y; = cosé isequal to
that of yg = sin 4. In other words, probability density,
functions of waveforms are independent of the phase of
the waveform,

Note also that in the case of a periodic waveform
0=2nft

where f is the frequency of the waveform. But the
probability density function of the waveform (y =sin
(27 ft + @), for example) is independent of f as long
as 6= 2 ft is uniformly distributed between -7 and 7
which is the case when random sampling of the wave-
form takes place,

This independence between the probability density
function of the amplitude of a waveform and frequency
and phase information in the waveform is important
to keep in mind. Amplitude sampling gives amplitude
but not time or frequency information.
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7. Square Waveform

For a square wave such as that in Figure A8C that is
sampled randomly it is obvious that its probability den-
sity function is non zero at only two values of y -- at
y = V andy = ~-V. Thus the probability density function
of y is

py(y) =(1/2)8 (y+ V) + (1/2)8 (y - V)  (A43)
where §(t) is the delta function defined by:

é(t)=0fort #0,

faw=1 (Ad4)
8. Exponential Waveform
Let
g Ae-x/'r

where x is a random variable with probability density
function

P (x)

L < z< Kk

I}

0, otherwise

Then py(y) is calculated as follows (see Figure A9):
e =y = a7

implies that the root of g(x) is

X, = - Tlog (y/A)

and
A -x
g ()= -2 e/ y/r
Thus
p.(y) = TPx(-7log (y/4))
b
¥
py(y) = - for Ae'k/Tg y< A (Ad5)
= 0 otherwise
Figure A9
VL Lida 'Y
Y= e s m = - you A
'L l.|-“'”- ¥ l!:‘.f?.
e
Pylr)
/K
2 /
Derivation of py(y) where y = Ae_X T and p_(x)
is as shown. s




9. Square Law Detection

If y = ax?, where x is a random variable with proba-
bility density function pg(x), the probability density
functionof y can be computed from Eq. A6 as follows:

dy/dx = g'(x) = 2ax
and the roots of y = ax? are

=+ ¥¥/a and R ¥y/a

1
py(y) = lzw’ﬁ?l By (VI7) + e | Pl V)
21/aT [p (v§7a) + p, (- ﬂ'a)} (A46)

1]

Note that y = ax® is proportional tothe power in a sig-
nal of voltage x across afixed resistor, and thus P. (y)
is an indication of the distribution of the mstantaneous
power in a signal

If x is uniformly distributed (as in the case of a tri-
angle wave, for example), that is if

px(x) =1/2, ~-1< <1
= 0 otherwise

then from Eq. A46

for0< y< a

1 1 il 1
Py(Y) =e Vay {§ *, §:| = 2)ay
= 0 otherwise

which is shown in Figure A10 along with py(x).

If x is sinusoidal and thus has a probability density
function given by

1
p(x) = TYlox: ? | x| <1
= 0 otherwise
Figure A10
¥ gy (xley=on® by
- 1 a

|

I

Y,m %
Sk

Pyl

Probability density function of g(x) =y = axz

when px(x) is as shown.

then

1 1 1
py(y)=21/§ m¥l-y/a +7ri."'i‘?:'iﬂ
L o ]
- xVay-y?
1

rﬂ"iféla’ +ay -y’+ {lf-!]a’
Py ) = »VT/4)a’ E EP 0<y<a(A47)

n

= 0, otherwise

This function is shown in Figure All; it should be
noted that it is simply the probability density function
of a sinusoidal random variable displaced by a/2 units
of y.

This result can also be obtained by observing that
sin’(8) = 5 [1 - oS 29]
which is alinear function of x' = cos 26, Remember-

ing that the probability density function of a sinusoidal
waveform is independent of phase and frequency,

1

Px'(X') T, e a1 (A48)

Figure All

o
Py (y)

Probability density function of g(x) =y = ax?
when x is a sinusoidal waveform, with p_(x) as
shown in A8B and as shown here; notice that
py(y) is of the same form as px(x).
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from Eq. A42, and since

-.2 _1 1'
y‘—sln(e)—z'zx ’

from Eq. A33 :
1
= = 2
Py <1 L,/l_(y_ 5@5
or
p,(y) = .
i g y").')

which checks with Eq. A47 with a = 1.
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(A49)

Finally, if the random variable x is Gaussian and is
squared, giving

y= ax’

then since

= T x?
px(x) S VTrar exPs-Ta_?s

p.(y) =

¥

—_— .2

2y ay

1
'-,.-"!arrﬁy

= 0 otherwise

1 -y/2d%
ma? T
-y/20%

e

g forgs g

(A50)




APPENDIX 11
A SQUARE LAW DEVICE

R. L. Phares (ref. 4) describes a circuit that will
yield at its output a voltage signal that is proportional
to the square of the input voltage signal (except that
the output is ac coupled and inverted). The circuit
uses a matched pair of transistors forced to assume
a square-law characteristic. It will operate with an
open-circuit output of about 10V peak-to-peak and has
a range of almost 60 dB. The lower and upper cut-
off frequencies (of the input waveform) were found to
be around 15 Hz and 200 kHz, respectively. This

circuit was found useful in measuring the probability
density function of the power in an unknown signal over
a fixed resistor.

To adjust the circuit, an input signal of 1000 kHz was
used, and output was observed on an oscilloscope. By
adjustments of pots, the output signal was equalized
so that a pure 2kHz sine wave was observed atall in-
put levels.
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Palo Alts, California 94308

Ted: (415) 326-7000

TWX: 910:323-1267

Cable: NEWPACK Palo Alto

Telex: 034-8461

QUEBEC

Hewlett-Packard (Canada: Lid.
275 Mymus Boulevard

Pointe Claire

Tel: (514; 697-4232

TwX: 610.422-3022

Telex: 0120607

FOR CANADIAN AREAS NOT
LISTED:

Contact Hewlett-Packatd (Cap:
ada) Ltd. in Pointe Claire, af
the complete address listed
abowe.




AUSTRIA

Urilsbor GmbH

Wissenschaftliche Instrumente

Rummeihardigasse 6/3

P.Q. Box

Vienna A-1095

Tel: (222) 42 61 81, 43 13 94

Cable: LABORINSTRUMENT
Vienns

Telex: 7§ 762

BELGIUM

Hewlett-Packard Benelux S.A.
348 Boulevard du Souverdin
Brussels 1160

Tel: 72 22 40

Cabie: PALOBEN Brussels
Telex: 23 494

DENMARK
Hewielt.Pachara A'S
Datavej 38

DK-3460 Birkeroed
Tel: (01) 81 66 40
Csble: HEWPACK AS
Telex: 66 40

EASTERN EUROPE
Hewletl-Packard $.A. Genf.
Korrespondenz Biiro Fir Ost-

eurepa
iCrechoslovakia, Hungary,
Poland, DDR, Rumania,
Bulgaria}
Inastrasse 23,2
Postfach
A-1204 Vienna, Austria
Tel: (222) 33 66 0609
Cable: HEWPACK Vienna

FINLAND
Hewlett-Packard Oy
Bulevardi 26

P.O. Box 12185
Helsinki

Tel: 13:230
Cable: HEWPACKOY-Helsinki
Tetex: 12-1563

ANGOLA
Tetectra Empresa Técnia
de Equipamentos Eiléciricos

SAR

Rua de Barbosa Rodrigues
42.1®

Box 6487

Leanda

Cable: TELECTRA Luanda

AUSTRALIA
Hewlell Packard Australia

Ltd.
22-26 Weir Street
&len Iris, 3146
Victoria
Tel: 20.137] (6 lines)
Cable: HEWPARD Melbourne
Telex: 31024

Hewlett-Packarg Australia
Pty. Ltd.

81 Alexander Street

Crows Nest 2065

New South Wales

Tel: 43,7868

Cable: HEWPARD Sydney

Telex: 21561

Hewlett-Packard Australia
Ply. L1d.

97 Churchill Road

Frospoct 5082

South Auslraha

Tel: 685.236¢

Cabte: "WPARD Adelaide

Hewiett Packard Australia
Pty. Ltd

2nd Floor, Suite 13

Casablanca Buildings

196 Adelaide Terrace

Peeth, W.A, 6000

Tel: 21-3330

Cable: HEWPARD Perth

Hewlett-Packard Australia
ty. Lid.
10 Wnouuy Slru(

P.0.
Dickson A,ﬁ 'I' 2602
Tel: 49-
Cable: HCWRD Canberra ACT

CEYLON

United Elounuls Ltd.
P.0. Box 68!

Yahala &mma;
Staples Suul

Tel:
cale nowomr Colembo

HEWLETT - PACKARD
ELECTRONIC INSTRUMENTATION SALES AND SERVICE

EUROPE, AFRICA, ASIA, AUSTRALIA

FRANCE
Hewlelt-Packard France
Quartier de Courtshoeuf
Boite Postale No. &

91 Orsay

Tel: 1.820 88 01

Cable: HEWPACK Qrsay
Telex: 60048

Hewlett-Packard France
4 Quai des Etroits

69 Lyen Séme

Tel: 78-42 63 45

Cable: HEWPACK Lyon
Telex: 31617

GERMANY
Hewlett-Paskard Verlriebs-GmbH
Ligtzendurgerstrasse 30
1 Berlin 30
Tel: (0311} 211 60 16
Telex: 18 34 05
Hewlett-Packard Vertriebs GmbH
Herrenbergerstrasse 110
703 8&blingen, Wirttemberg
Tel: 07031-6671
Cable: HEPAG Biblingen
Telex: 72 65 739
Hewlett-Packard Yertriebs-GmbK
Achenbachstrasse 15
4 Diissaldort 1
Tel: {0211} 68 52 $8/59
Tetex: 85 8§ 533
Hewiett-Packard Yertriebs-GmbH
Berlmel Strasse 117

& Nieder-Eschbath/Frankfurt 56
Tel: (0811) S0 10 84
Cable: HEWPACKSA Frankfurt
Telex: 41 32 49 FRA

Hewlelt-Pagkard Vertriebs.GmbH
Belm Strohhause 26

2 Hamb:

Tel: (0411) 24 05 5152

Cable: HEWPACKSA Hamburg
Telex: 21 53 32

CYPRUS
Kyomuu

EUROPE

Hewlett-Packard Vertrieds-Gmbi
Reginfriedstrasse 13

8 Miinchen

Tel: (0811) 69 59 7175
Cable: HEWPACKSA Minchen
Telex: 52 49 85

GREECE

Kostas Karayannis

18, Ermou Street

Athens 12§

Tek 230301.3.5

Cable; RAKAR Atnens
Teiex: 21 59 62 RKAR GRt

IRELAND
Hewlett-Packarg Ltd.
224 Bath Road

ough, Bucks, England
Tel: Slough 75333341
Cable: HEWPIE Siough
Telex: 84413

ITALY

Hewlett-Packard italiana Sp &
Via Amerigo Vespucci 2

20124 Milane.

Tei: (21 625] (10 lines)

Cable: HEWPACKIT Milan
Telex: 32046

Hewlett-Packard Italana Sp A
Palazzy Italia

Piazza Marconi 25

00144 Rome - Eur

Iel 6-591 2544

ACKIT Rome

Tclc: 61514

AFRICA, ASIA.

Bige Star, LMd.
96 Park Lane
3

& Road
P 0 BQ! 1152

Ttl 6283 75628
Cable: HE-1-NAMI

ETHIOPIA

African salaspanr & Agency
Private Lid., Co.

P.Q. Box 718

58/58 Cunniogham St.

Addis Ababa.

Tel: 12285

Cable: ASACO Addisababa

HONG KONG

Schmidt & Co. (Hong Kong) Ltd.
P.0. Box 297

1511, Prince’s Building 15th Fioor
10, Chater Road

Hong Koag
Tel: 240168, 232735
Cabie: SCHMIDTCO Hong Kong

INDIA

Blue Star Ltd.
Kasturi Buildings
Jamshedji Tala Rd.
Bombay 208R. India
Tel: 29 50 21

Tetex: 2396

Cable: BLUEFRQOST

Blue Star Lig.
Band Box House
Prabhadevi

Bombay 2500. Incia
Yel: 45 73 01

Telex: 2396

Cable: BLUESTAR

Blye Star Ltd.
1440 Cwvil Lines
Kanpur, India
Tel: 6 88 82
Cable: BLUESTAR

Blue Star, Lid.
7 Hare Street
P.0. Box 506
Caltutta 1,
Tel: 23:0131
Telex: 655
Cabie: BLUESTAR
Blue Star Ltg.
Blue Star House,
34 fling Road
Lajpat Naga:
New ODelhi 24, India
Tel: 62 32 76
Telex: 483
Cable: BLUESTAR

Ingia

lags
Tel: 763 91
Cable: BLUEFROST

Blue Star, Ld.

2324 Second Line Beacs
Madras 1. Indiy

Tel: 2 39 55

Tele:
Cabte: BI.U!SI'AI

Biue Star, Lig

18 Kaiser Bungaica
Dindli Road
lamshedper.

Ingia

Tel: 38 04

Cable: BLUESTAR
NDONESIA

na Bolon 'rncu. Coy N ¥

Djalah Merdeny 29
ndung

Tel: 4915 51560

Cable: ILMY

Telex: 809

IRAN

Telecom, Ltd.

P. Q. Box 1812

240 Kh. S3ba Smomai
Teheran

Tel: 43850. 43111
Cabie BASCOM Tederpa

ISRAEL

Electronics & Eagimeesing
Div. of Motorola sraed L2z

17 Aminadav Street

Tel-Aviv

Tel: 36941 (3 lises.

JAPAN

Yokogawa Hewiett-Packsrd Lo
Niser haragi Sidg.

2248

inarage-Sh

Osaka
Tel- 23-1641

YokogswaHewiett-Pachad Ltg
1to Bailding

No. 9, Ketori-cho
Nakamora-ia, Kageps Tty
Tel: 5516215
Yokogawa-Newiett Pachare Lo
Nitto Blag.

2300 Shinoharachs.
Kohoku-ky

Yokohama 222
Tel: 405 $32-1504 §

NETHERLANDS
Hewlatt-Packard Benalur, N.V.
Weerdestein 117
P.C. Box 7825
Amstordam, 211
et 02042 1777

PALOBEN Amstardam

Teies 13 215

NORWAY
Hesiett-Packacd Norge A 'S

Eiectrices. Sart

Rsa Rodrigs S2 Foasecs 103
*L Sor 2837

Lishee 1

TeL 88 89 72

Cable. TELECTRA Lisbon
Teies 1598

Atsio Ingenieros SA

Enrigue Larreta 12
adrid, 16

Tel: 215 35 43

Cable: TELEATAIO Madrid

Telex: 27248E

SWEDEN

Hewlett-Packard (Sverige) AB
Hagakersgatan $C

$ 431 04 Mdindal 4

Tel: 031 - 27 68 00

Hewlett-Packard (Sverige) AB

Svetsarvigen 7

§171 20 Seina 1

Tel: (08) 98 12

EAS(REMEHTS
Stechhoim

Telex: 10721

SWITZERLAND

Hewlett Pachard (Schweil) AG
Zurcherstrasse 20

8952 Schiieren

Zurice

Tel- (05198 18 21128
Cabie- HPAG CH
Teiex: 53933

Hewiett Packard (Schweizl AG
Rue du Bois-du-Lan 7

1217 Mayrin 2 Geneva

Tet 022 41 S4 00

Cabie: HEWPACKSA Genevs
Telex: 2 24 86

TURKEY

Telekom Engineering Bureau
P.0. Box 376 - Galata
arakoy

Hithabe!

Tel: 49 40 &0

Cable: TELEMATION Istanbul

-u.E
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Cavée SECON

Canle. WEWPACK Wellmgton

Hemiett Packaed (N.2.) LUd
8az 51092

Paxmanry
Tei $73-23

Tex 280058
Cadie NEWDEAL Dacca

PAKISTAN (WEST)
Mpthka & Company. L9,
Qosman Chambers
¥ictoria Read

Karachi 3

Tei: 511027, 512927

Cable: COOPERATOR Karachy
PHILIPPINES

Eiectromen Ing

Maiat Commercisi Center
2129 Pasong Tamo

Makati, Rizai D 708

PO 8o 1028

&lﬂa

Tei
Cave iLIM{x Manila

SINGAPORE

Mechanical and Combustien
Engineering Company Ltd.

9. jalan Kilang

fed Wil! Industrial Estale

Singagore, 3

Tel: 642361-3

Cable: MECOMB Singapore

SOUTH AFRICA
Hewlett Packard South Africa

(Py.), Ltd.
Breecastia House
Bree Street

Cape Town

Tel: 3-6019, 3-8545

Cable: HEWPACK Cape Town
Teiex: $-0006

Hewielt Packard South Africa
{Pty.), Lid.

P.C. Box 31716

@raamfontein Transvaal

Milnerton

30 De Beer Street

Jehanneshurg

Tel: 724~ 4172 724:4185

Telex: 0226

Cable: HEW\’ACK Johannesburg

Wewlett Packard South Alrica
Ply.y, Ltd.

308 Gleawood Centre

Corner Hunt & Moore Reads

Ourban

£.0. Box 99
Overpor1, Natal
Tel: 347536

UNITED KINGDOM
Hewiet!-Packard Ltd.
224 Bath Road
Stough, Bucks
Tel: Sl 33341

. HEWPIE Slough
Telex: 84413

Hewlett-Packard Ltd.
The Graitons
Stamford New Road
Altrincham, Cheshire
Tel: 061 928-8626
Tejex: 668068

USSR

Please Contact

Hewlett-Packard $.4

Rue du Bois-du-laa 7

1217 Meyrin 2 Gengva

Tel: (022) 41 54 €0

Cable: HEWPACKSA Genewa
Switzeriand

Telex:

YUGOSLAVIA

Belram S.A,

83 avenue des Mimosas
Brussels 1150, Belgium
Tel: 34 33 32, 34 26 19
Cable: BELRAMEL Brussels
Telex: 21790

FOR AREAS NOT LISTED,

CONTACT:

Hewlett-Packard S.A.

Rue du Bois-du-Lan 7

1217 Meyrin 2 Geneva
Switzerland

Tel: (022) 41 54 00

Cable: HEWPACKSA Geneva

Teiex: 2.24.86

TAIWAN REP. OF CHINA
Hwa Sheng Electronic Co., Ltd.
P. 0. Box 1558
Room 404
Chia Hsin Butiding
Np. 96 Chung Shan

North Road, Sec. 2

alpei
Tel: §55211 Ext, 532-539
Cabie: VICTRONIX Yeipei

TANZANIA

R. ). Tilbury Lt¢.

P.0. Box 2754

Suite 517/518

Hotel Ambassadews

Nairobi

Tel: 25670, 26803, 68206, 58196
Cable: ARIAYTEE Nairobi

THAILAND

The International
Engineering Co.. Ltd.

P. Q. Box 3

614 Sukhumvit Road

Tel: 810722 (7 lines)
Cable: GYSOM
TLX INTERCO BK-226 Bangkok

UGANDA

R. ). Tilbury Ltd.

P.0. Box 2754

Suite 517/518

Hotel Ambassadeur

Mairodi

Tel: 25670, 26803, 68206, 58196
Cable: ARIAYTEE Nairobi

VIETNAM
Pemmulx Tndm; Ing.
llO H(N Vuona
SII

Tel: 20.!)5
Cable: PENINSULA Saigon

IAMBIA

R. L Tilbury (Zambia) Ltd.
P.Q. Bax 2792

Lusaka

Zambdia. Central Alrica

FOR ARIAS NOT LISTED,
CONTA

Hewlett-Pack

INmCON-'K“TAL
3200 Hillview Ave.
Palo Aito, Califoraia 94304
Tel: (418} 326-7000
TWX: 910-373-1267
Cable: HEWPACK Palo Alto
Telex: 034:8461
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02-5952-0620 PRINTED IN U.S.A.




